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Definition

e The events are sets of numbers or a vector of numbers
e An experiment s#with sample space Q, the elements ¢ are random

outcomes.

o Toevery ¢ a mapping, X({) maps the outcome to the R’
o All subsets of Borel set of real numbers B and their union and intersection are events ((—oo,z])

0 X() R

e We are interested in assigning probability to an event {¢: X(¢) < =}
o P[X < z] £ Fx(z) is called the cumulative distribution function of X

o In practice we are interested to learn the behavior of X , even if the underlying experiment
of probability space is unknown




CDF Example

e Example 2.2-1: Ask random people if they have a younger brother?

o Two outcomes / events ¢ = {Yes, No} and Mapping function X({):Yes=1,No=0
o Assign probabilities P[Yes] = 1/4 and P[NO] = 3/4 (assumption)

o Now, we can ask the probability of the random variable X between any interval on R1, e,g
(0,11 or [0, 1)

e To read: Properties of CDF Fx(x)

o Note: Fx(x)is a non-decreasing function

Plz; < X < x9] = Fx(x2) — Fx(x1) > 0 for z3 > x4

Calculate Pla < X <b|, Pla< X <b], Pla<X <D

e Example 2.3-2: Bus arrive in (0,T]. X is the RV that denotes the time of
arrival t. If it is equally likely for the bus to arrive in interval (0,T], then
what is Fx(t)?




PDF

e PDFis defined as

dFx(x “
Frlw) = L fxte) = [ ix(@)d = PIX <]
e Univariate Gaussian PDF X:JV(p,,0'2)
(m u)2
Fx(z) = \/— Similar definition exists for
— discrete RVs except using PMF
M é/ Zfo(CL‘)dCB and 0_2 é/ (iE . N)zfX(x)dw instead of pdf

—_

Convert Gaussian pdf to standard normal X : .#/(0,1)

Pla < X < b] :erf(bjTﬂ) —eTf<a;'u)

1 :c &2
erf(z) = _27r/0 e 7dt




Example

Figure 2.4-3 The areas of the shaded region under curves are (a) P[X < x]; (b) P[X > —x]; (c) P[X > x]; (d)
P[-x < X < x]; and (e) P[|X] > x].




Other common distributions
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e Rayleigh fx(z)=

L
e Exponential fx(z)= ;6 *hu()
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e Uniform (b>a) fx(z)= — a<x<b
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Continuous vs Discrete RV

e |f CDFis continuous, that is derivative exists for all x, then x is a
continuous RV else discrete.

e Formally, for continuous RVs we can write the following

PIX < 2] = Fx(z) = / " ()t

L2
Events are union |  Plz; < X < z3] = Fx((21,22]) = / fx(€)dg
of disjoint )
intervals in R’

by by b, .
—=P[B]= | fx(©dé+ | fx(©de+---+ / Felepae = [ Fx(©)de

a

where B={{:{¢c Ui I, I;I; = ¢ fori # j} where I, = (a;, b;]

P, (x) = 0 where F,(x) is
continuous and “has
e Discrete RV (see examples in sec 2.5) ~w value” where

discontinuous
Px(z) = P[X =2] =P X <z| - PX < 2]

L .
Fx(e) 2 PX<a]= Y Pxlal =
all z; <z —
PMF for discrete —
variables g — '




Mixed RV

e Discontinuous at certain intervals but continuous at others

Fx(X)
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Fx(a) = Z Px(z;)u(z — z;)
fr(e) = T2 S Pr(aite -

The unit step function and its derivative the Dirac Delta function allows us to
express CDFs and PDFs of discrete RV in a continuous form




Example 2.5-5

In the pdf shown for a mixed RV: fi(x) Mixed pdf

1) What is the constant K?

2) Compute P[X S 5], P[5 S X & 10] 0.258‘(:( - 5) 0.258(": -10)
3) Draw the Distribution function K
0 5 10 x
10 10 10 10 (a)
1. / fx(z)ds = / Kdz +/ 0.256(z—5)dx +/ 0.250(z—10)dz = 1
‘ 0 0 0 Fxtx) Mixed cdf
5+ 5+ 5+
2. fx(z)de = / 0.05dz + / 0.250(z—5)de = 0.25 +0.25 =0.50 | "0 —
0 0 0 0.75+ /
10— 10— 10— aEol
/ fx(z)dz = / 0.05dz +/ 0.25§(z—5)dz = 0.25 + 0.25 = 0.50 g :
5— 5— -
0.25
] |
0 5 10 x




Conditional Distribution

e |f event C with outcome ¢ is at the intersection of {¢: X(¢) < z}and{¢: ¢ e B}
fx(alB) = 577

P|[C] P[X<z,B] PDF/PMEF fx(B)
F €T B - — = >
x(15) = 75 = "7 Px(a|B) = “552

e Similar to CDF for single events, if 2 < 21

{XSQ’}g,B}:{XSSUl,B}U{CEl <X§:132,B}

— P[X < 2| B|P# = PIX < 21| BIBYB) + Play < X < 22| B| DA
= Plz; < X < 3|B] = P[X < 23|B] — P|[X < 21|B] = Fx(z3|B) — Fx(z1|B)

e Similar to total probability of events as sum of conditionals,
Fx(x) = 3.; Fx(x|A;)P[A;]

e Bayes'rule for RVs

P[X=z|B|P|[B] 1 __ [fx(z|B)P[B]
P[B|X =z] = PX=o PB|X =«x| = 7o)
Discrete RV Continuous RV



Example 2.6-2
X is Poisson rv with parameter p. Find conditional PDF and CDF of {X|X is even}

Start with conditional PDF  Px (z|X is even) = P();(:;’.Xis ev)e“)

P(X =z, X is even) is the probability of the events in \{X =z} N{Xis even}}
I

I
This is Px(z) when x is even and ¢» when z is odd

P(X is even) Can be calculated as

k
oo M — oo H .
D k—024,. 7€ "t Dim135.. we =1
k k k
o0 Eeo—pn X E e =5 K (_1)ken
Zk:0,2,4,... € k=1,35,. @€ = D k=0 k!( 1)%e

k
— 2120:0,2,4,... %6_“ = %(1 +e )

J— 1 k i
P(X=z,Xiseven) 9 pu e~ When k>0 and k is even, else 0

Px(z|X is even) = e = Trew W

e CHECK Examples 2.6-3



Given

Example 2.6-4  P=2PIP = 4P(C) = PICI== /7, PIB =2/7, PUA] = 4/7

X~ N (—1,4)° A \
e Compute P[X < —1] X~ H#(0,1) = P D
X ~ JV(1,4) g A e

Solution: Apply total probability rule as conditioned on disjoint eventé‘. a,b,c
P[X < —1] = P[X < —1|A|P[A] + P[X < —1|B|P[B] + P[X < —1|C]P[C] £ 0.354

PIX < —1]4] = 1/2
P[X§ —1|B] =erf ( —1{

0) —erf(—oo) = —erf(1) +1/2 (e“r'f(f..z’)j: —erf(z))
_12_1) —erf(—oo) = —erf(1) +1/2 '.

PIX < “1]C) = erf (

e Given we obsérve {X> -1}, from which one is the rh"ost likely source?
Solution: We want to compute maz{P[A|X > —1] [B|X > —1], P[C|X > —1]}
Note; P[X > —1|A]=1-— P[X < —1|A]=1-1/2 (from above)

Then use Bayes' r.L'j'I'efqr condltlonals to cqmpute posteriors,
“*P[X»-1|A4l.P[4]  (1-1/2)4/7
PlAIX > 1] = P[X>-1] = o3 — 044




Joint CDF/PDF

e Joint CDF specifies Fxy(z,y) = P[X <z,Y <y

(X, y)

e JointPDFis fxy(z,y) = 3fzanyy(w,y)

e TO READ: Properties of joint CDF

NN

e Proof of
forall zo > x1,y2 > v1,

Fxy(x2,y2) — Fxy(z2,y1) — Fxy(z1,v%2) + Fxy(z1,91) > 0

N,

e Start with defining the set
{X <2, Y <} ={z1 < X <zo,y1 <Y <o}

U{z1 < X <22, Y <y JU{X < 21,51 <Y < 4}

Vo=
VX <o,Y <y) \,‘[]
[ 2 fxy (& m)dédn = [ [ fxy (& m)dédn — [* [* fxv (& m)dédn

7 I — :ny(wQ,yl)—FXY(wlayl)

yl

I I
I I
1 1
| |
X1 X2




Example 2.6-6

fxv(z,y= 6_(w+y)u($)u(y)

Calculate P[(X,Y)] € &, where & = {(z,y) : 0 <z < 1,|y| < =}

P(X,Y)] = [\,

fyw:_w e~ @)y (z)u(y)dedy

Only positive limits

= flzo(e_“c —e®)dz=—e'+1—(—3e2+3)

x




Marginal Distribution and Independence

e Marginal Distributions and densities

dFx(x
Fx(z) = Fxy(z,00) = [*,_ dé [, dyf(&,y) — fx(z) = L
dF:
Fy(y) = Fxy(c0,y) = [*,, dn [, daf(z,n) = fr(y) = o
o I\/Iarginal densities are also integrals of the joint density function
fx (@) = [T fxv(z,y)dy Px (%:) = >y, Pxv (zi,yr)
fry) = [T fxv(z,y)de Py (Yi) = Dane, Pxy (%i, Ur)
Conditionals rea}!ly doesn't
mean anything if the RVs
o Independence ny(w,y)g areindepzletznd(-igntt "
Fy(z|Y <y) =
Fxy(z,y) = Fx(z). Fy(y) Fy (y)
0*Fxy (z,y) = Fx(2)
fxy(z,y) = 920 . .
oY Differentiating
OF OF
- 2 2 Fr(el¥ <y) = fa(o)

= fx(z)fr(y)




Example 2.6-8

A certain restaurant has been found to have the following joint distribution for the waiting time for the service for a
newly arriving customer and the total number of customers including the new arrival. Let W be a RV representing the
continuous waiting time for a newly arriving customer & Let N be a discrete RV representing the total number of
customers. Find the joint density function?

( 0,n<0Oorw<0
(1—e‘“’/“°)1£0,0§n<5,w20 For1sn<5
Fwn(w,n) = _ew/m) 2 _wm) (5
W (w,m) (1 e )10+(1 e )( = ),5§n<10,w20 )
5 5 10 o e e i
oW/ ) 2 _ omw/m il 10
(1 e )10 +(1 e )(10),10§n,w20
The mixed pdf is given by,
0 w
A O
fwn(w,n) = %V"FWJV('LU’ n) For6<n<10
0
= %{FW,N(“% n) — Fwn(w,n — 1)} 1
10
— %FW’N(H), n) = %FW,N(U),TL = 1) _;_ B
(1 — e—w/ﬂﬂ) -1-1-0-, 0<n<b \uoﬂq weighted sum
VnFwn(w,n) = Fwn(w,n) — Fwn(w,n—1) =u(w){ (1—ev/m)L, 5<n<10 . -
0, else.
o

fwn(w,n) = %VnFW,N('wa n)
—e_w/"", 0<n<5b

1
10

=u(w)] LLewm, 5<n<10
0

; else.




Example 2.6-12 ooy =Ae+y) 0<e<1, 0<y<l

=0, Otherwise

Wh at |S A? Figure 2.6-9 Shaded region in (a) to (e) is the intersc_zctign of sppp(fn) _with the point set. associated with the
event {—e < X < x,—e < Y < y}. In (f), the shaded region is the intersection of supp(fy,) with {X + ¥ < 1}.
e’} e’}
oo Joo Fxy (2, y)dady = 1

y' y/ v
What are the marginal pdfs? b b ,%W’ ;
00 1 /
_ dy = dy = 2 2 1 / 7 (x,y)
fx(x) /_oofxy(m,y) y /O (z+y)dy = (zy +°/2), 7 % Y
T+ 1 0O<z<1 0 1 x' 0 1 x' 0 1 X7
_ 2 = (a) (b) (c)
{0, otherwise
y y' y
What is the cdf? 1 | 1
Since, Fxy = P[X < z,Y <y we will have to (xy)
integrate over the infinite rectangle with 7)Y
Vertlces (le)l (-oo,-oo)’ ('°°:Y): (X,-oo) 0 1 x' 0 1 x' 0 1 x
(d) (e) (f)
Fxy(z,y) = [, [} fxv (2',y)dz’'dy =1 forz >1,y> 1-— Figure(a)
/ Figure (b) |P[X—}— v < 1”
” (2 +¢)) =2 1 1-2'
FXme fy’ 0 (Ir’=0dm (J,' +y))— 2(IE+1) fOfl(wSl,yZl P[X—f—YS].]:/ / (a:'+y')dy'da:'
z'=0 Jy'=0
‘ / I (ol ! ' ' ' ! (1- $I)2 /
Fxy(z,y) = [,_, dz (fml,zodm (x +y’))=%(y+l) forz >1,0<y<1 =/wl_0x(1—:13)d:1: —|—/;/_0 5 ——de
1




Non-independent RVs
fxy(z,y) = (2m) ' exp[—5 (2* + )]

fxv(z,y) = [2my/1 — p?] " exp [— s (@ Y - 2pwy)]

Conditional pdfs
Frix(yle) = 2220, fx (@) # 0

Z

fr(w) = [°, frix(ylz) fx (z)de
/e -  Fx(le)fx(@)

T “:jf';/ N ‘ { \'i;; R f X!Y(x ‘y) - v (W)

e
e e
-

-l

e

eI a

eSS ISssosasssose=
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e et

Conditional pdf is the
probability of RV X given
the event {Y=y}

Practice Example 2.6-13



