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Abstract. A recent breakthrough in the theory of (type A) Macdonald polynomials is due to Haglund,

Haiman and Loehr, who exhibited a combinatorial formula for these polynomials in terms of a pair of

statistics on fillings of Young diagrams. Ram and Yip gave a formula for the Macdonald polynomials
of arbitrary type in terms of so-called alcove walks; these originate in the work of Gaussent-Littelmann

and of the author with Postnikov on discrete counterparts to the Littelmann path model. In this

paper, we relate the above developments, by explaining how the Ram-Yip formula compresses to a new
formula, which is similar to the Haglund-Haiman-Loehr one but contains considerably fewer terms.

1. Introduction

Macdonald [11, 12] defined a remarkable family of orthogonal polynomials depending on parameters
q, t, which bear his name. These polynomials generalize the spherical functions for a p-adic group, the
Jack polynomials, and the zonal polynomials. At q = 0, the Macdonald polynomials specialize to the
Hall-Littlewood polynomials, and thus they further specialize to the Weyl characters (upon setting t = 0
as well). There has been considerable interest recently in the combinatorics of Macdonald polynomials.
This stems in part from a combinatorial formula for the ones corresponding to type A, which is due to
Haglund, Haiman, and Loehr [4], and which is in terms of fillings of Young diagrams. This formula uses
two statistics on the mentioned fillings, called inv and maj. The Haglund-Haiman-Loehr formula already
found important applications, such as new proofs of the positivity theorem for Macdonald polynomials,
which states that the two-parameter Kostka-Foulkes polynomials have nonnegative integer coefficients.
One of the mentioned proofs, due to Grojnowski and Haiman [3], is based on Hecke algebras, while the
other, due to Assaf [1] is purely combinatorial and leads to a positive formula for the two-parameter
Kostka-Foulkes polynomials.

Schwer [15] gave a formula for the Hall-Littlewood polynomials of arbitrary type (cf. also [13]). This
formula is in terms of so-called alcove walks, which originate in the work of Gaussent-Littelmann [2] and
of the author with Postnikov [7, 8] on discrete counterparts to the Littelmann path model [9, 10]. Schwer’s
formula was recently generalized by Ram and Yip to a similar formula for the Macdonald polynomials
[14]. The generalization consists in the fact that the latter formula is in terms of alcove walks with both
“positive” and “negative” foldings, whereas in the former only “positive” foldings appear.

In [6], we relate Schwer’s formula to the Haglund-Haiman-Loehr formula. More precisely, we show
that we can group the terms in the type A instance of Schwer’s formula into equivalence classes, such
that the sum in each equivalence class is a term in the Haglund-Haiman-Loehr formula for q = 0.

In this paper, we relate the Ram-Yip formula to the Haglund-Haiman-Loehr formula. In a similar
way to [6], we show that we can group the terms in the type A instance of the Ram-Yip formula into
equivalence classes, such that the sum in each class is a term in a new formula, which is similar to the
Haglund-Haiman-Loehr one but contains considerably fewer terms. An equivalence class consists of all
the terms corresponding to alcove walks that produce the same filling of a Young diagram λ (indexing the
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Macdonald polynomial) via a simple construction. In fact, in this paper we require that the partition λ
is a regular weight; the general case, which displays additional complexity, will be considered in a future
publication. We also investigate the extension of this approach to types B and C, which, if successful,
would lead to the corresponding analog of the Haglund-Haiman-Loehr formula.

This work does not directly specialize to the one in [6] because here we do not recover the Haglund-
Haiman-Loehr formula, but one similar to it. The explanation is that the Ram-Yip formula, which we
use as input, is not a direct generalization of Schwer’s formula. The main difference consists in the choice
of a λ-chain (or reduced alcove path) in the two formulas, cf. Section 3.1 compared to [6][Section 3.1].

Acknowledement. I am grateful to Jim Haglund for helpful discussions.

2. Preliminaries

We recall some background information on finite root systems and affine Weyl groups.

2.1. Root systems. Let g be a complex semisimple Lie algebra, and h a Cartan subalgebra, whose
rank is r. Let Φ ⊂ h∗ be the corresponding irreducible root system, h∗R ⊂ h∗ the real span of the roots,
and Φ+ ⊂ Φ the set of positive roots. Let ρ := 1

2 (
∑

α∈Φ+ α). Let α1, . . . , αr ∈ Φ+ be the corresponding
simple roots. We denote by 〈 · , · 〉 the nondegenerate scalar product on h∗R induced by the Killing form.
Given a root α, we consider the corresponding coroot α∨ := 2α/〈α, α〉 and reflection sα.

Let W be the corresponding Weyl group, whose Coxeter generators are denoted, as usual, by si := sαi
.

The length function on W is denoted by `( · ). The Bruhat graph on W is the directed graph with edges
u → w where w = usβ for some β ∈ Φ+, and `(w) > `(u); we usually label such an edge by β and write

u
β−→ w. The reverse Bruhat graph is obtained by reversing the directed edges above. The Bruhat order

on W is the transitive closure of the relation corresponding to the Bruhat graph.

The weight lattice Λ is given by

(2.1) Λ := {λ ∈ h∗R : 〈λ, α∨〉 ∈ Z for any α ∈ Φ}.
The weight lattice Λ is generated by the fundamental weights ω1, . . . , ωr, which form the dual basis to
the basis of simple coroots, i.e., 〈ωi, α

∨
j 〉 = δij . The set Λ+ of dominant weights is given by

Λ+ := {λ ∈ Λ : 〈λ, α∨〉 ≥ 0 for any α ∈ Φ+}.
Let Z[Λ] be the group algebra of the weight lattice Λ, which has a Z-basis of formal exponents {xλ :
λ ∈ Λ} with multiplication xλ · xµ := xλ+µ.

Given α ∈ Φ and k ∈ Z, we denote by sα,k the reflection in the affine hyperplane

(2.2) Hα,k := {λ ∈ h∗R : 〈λ, α∨〉 = k}.
These reflections generate the affine Weyl group Waff for the dual root system Φ∨ := {α∨ : α ∈ Φ}.
The hyperplanes Hα,k divide the real vector space h∗R into open regions, called alcoves. The fundamental
alcove A◦ is given by

A◦ := {λ ∈ h∗R : 0 < 〈λ, α∨〉 < 1 for all α ∈ Φ+}.

2.2. Alcove walks. We say that two alcoves A and B are adjacent if they are distinct and have a
common wall. Given a pair of adjacent alcoves A 6= B (i.e., having a common wall), we write A

β−→ B
if the common wall is of the form Hβ,k and the root β ∈ Φ points in the direction from A to B.

Definition 2.1. An alcove path is a sequence of alcoves such that any two consecutive ones are adjacent.
We say that an alcove path (A0, A1, . . . , Am) is reduced if m is the minimal length of all alcove paths
from A0 to Am.

We need the following generalization of alcove paths.
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Definition 2.2. An alcove walk is a sequence Ω = (A0, F1, A1, F2, . . . , Fm, Am, F∞) such that A0, . . . ,
Am are alcoves; Fi is a codimension one common face of the alcoves Ai−1 and Ai, for i = 1, . . . ,m;
and F∞ is a vertex of the last alcove Am. The weight F∞ is called the weight of the alcove walk, and is
denoted by µ(Ω).

The folding operator φi is the operator which acts on an alcove walk by leaving its initial segment
from A0 to Ai−1 intact and by reflecting the remaining tail in the affine hyperplane containing the face
Fi. In other words, we define

φi(Ω) := (A0, F1, A1, . . . , Ai−1, F
′
i = Fi, A

′
i, F

′
i+1, A

′
i+1, . . . , A

′
m, F ′

∞) ;

here A′
j := ρi(Aj) for j ∈ {i, . . . , m}, F ′

j := ρi(Fj) for j ∈ {i, . . . , m}∪{∞}, and ρi is the affine reflection
in the hyperplane containing Fi. Note that any two folding operators commute. An index j such that
Aj−1 = Aj is called a folding position of Ω. Let fp(Ω) := {j1 < . . . < js} be the set of folding positions of
Ω. If this set is empty, Ω is called unfolded. Given this data, we define the operator “unfold”, producing
an unfolded alcove walk, by

unfold(Ω) = φj1 . . . φjs
(Ω) .

Definition 2.3. A folding position j of the alcove walk Ω = (A0, F1, A1, F2, . . . , Fm, Am, F∞) is called
a positive folding if the alcove Aj−1 = Aj lies on the positive side of the affine hyperplane containing
the face Fj. Otherwise, the folding position is called a negative folding.

We now fix a dominant weight λ and a reduced alcove path Π := (A0, A1, . . . , Am) from A◦ = A0 to
the alcove Am of minimum length in the W -orbit of the translate A◦ + λ (under the bijection between
alcoves and affine Weyl group elements). Assume that we have

A0
β1−→ A1

β2−→ . . .
βm−→ Am ,

where Γ := (β1, . . . , βm) is a sequence of positive roots. This sequence, which determines the alcove
path, is called a λ-chain (of roots).

Remark 2.4. λ-chains were defined in [7, 8] based on alcove paths from A◦ to A◦ − λ. Two equivalent
definitions of such λ-chains (in terms of reduced words in affine Weyl groups, and an interlacing condition)
can be found in [8][Definition 5.4] and [7][Definition 4.1 and Proposition 4.4]. Hence, the λ-chains
considered in this paper are obtained by reversing the ones in the mentioned papers and by removing a
certain segment at the end. The reason for this removal is that the alcove paths here do not end at the
alcove A◦ + λ, but at the minimum length representative in its orbit.

We also let ri := sβi
, and let r̂i be the affine reflection in the common wall of Ai−1 and Ai, for

i = 1, . . . ,m; in other words, r̂i := sβi,li , where li := |{j ≤ i : βj = βi}| is the cardinality of the
corresponding set. Given J = {j1 < . . . < js} ⊆ [m] := {1, . . . ,m}, we define the Weyl group element
φ(J) and the weight µ(J) by

(2.3) φ(J) := rj1 . . . rjs
, µ(J) := r̂j1 . . . r̂js

(λ) .

Given w ∈ W , we define the alcove path w(Π) := (w(A0), w(A1), . . . , w(Am)). Consider the set of
alcove paths

P(Γ) := {w(Π) : w ∈ W} .

We identify any w(Π) with the obvious unfolded alcove walk of weight µ(w(Π)) := w(λ). Let us now
consider the set of alcove walks

F(Γ) := { alcove walks Ω : unfold(Ω) ∈ P(Γ)} .

We can encode an alcove walk Ω in F(Γ) by the pair (w, J) in W × 2[m], where

fp(Ω) = J and unfold(Ω) = w(Π) .

Clearly, we can recover Ω from (w, J) with J = {j1 < . . . < js} by

Ω = φj1 . . . φjs(w(Π)) .
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We call a pair (w, J) a folding pair, and, for simplicity, we denote the set W × 2[m] of such pairs by
F(Γ) as well. Given a folding pair (w, J), the corresponding positive and negative foldings (viewed as a
partition of J) are denoted by J+ and J−.

Proposition 2.5. (1) Consider a folding pair (w, J) with J = {j1 < . . . < js}. We have ji ∈ J+ if and
only if

wrj1 . . . rji−1 > wrj1 . . . rji−1rji .

(2) If Ω 7→ (w, J), then
µ(Ω) = w(µ(J)) .

Proof. The first part rests on the well-known fact that, given a positive root α and a Weyl group element
w, we have `(wsα) < `(w) if and only if w(α) is a negative root [5, Proposition 5.7]. The second part
follows from the simple fact that the action of w on an alcove walk commutes with that of the folding
operators. �

We call the sequence
w, wrj1 , . . . , wrj1 . . . rjs = wφ(J)

the Bruhat chain associated to (w, J).

We now restate the Ram-Yip formula [14] for the Macdonald polynomials Pλ(X; q, t) in terms of
folding pairs. Since in this paper we only consider weights λ that are regular (and dominant), we make
this assumption from now on. As stated above, the λ-chain Γ is fixed.

Theorem 2.6. [14] We have

Pλ(X; q, t) =(2.4)

∑
(w,J)∈F(Γ)

t
1
2 (`(w)−`(wφ(J))−|J|) (1− t)|J|

 ∏
j∈J+

1

1− qlj t〈ρ,β∨j 〉

  ∏
j∈J−

qlj t〈ρ,β∨j 〉

1− qlj t〈ρ,β∨j 〉

 xw(µ(J)) .

2.3. A new formula of Haglund-Haiman-Loehr type. In this subsection we present a new formula
for the Macdonald polynomials of type A that is similar to the Haglund-Haiman-Loehr one [4]. This
formula will be derived by compressing the Ram-Yip formula. It also turns out that the new formula
has considerably fewer terms even than the Haglund-Haiman-Loehr formula (cf. Section 3.3).

Let λ = (λ1 ≥ λ2 ≥ . . . ≥ λl) with λl > 0 be a partition of m = λ1 + . . . + λl. The number of parts l
is known as the length of λ, and is denoted by `(λ). Using standard notation, one defines

n(λ) :=
∑

i

(i− 1)λi .

We identify λ with its Young (or Ferrers) diagram

{(i, j) ∈ Z+ × Z+ : j ≤ λi} ,

whose elements are called cells. Diagrams are drawn in “Japanese style” (i.e., in the third quadrant), as
shown below:

λ = (2, 2, 2, 1) = ;

the rows and columns are increasing in the negative direction of the axes. We denote, as usual, by λ′

the conjugate partition of λ (i.e., the reflection of the diagram of λ in the line y = −x, which will be
drawn in French style). For any cell u = (i, j) of λ with j 6= 1, denote the cell v = (i, j − 1) directly to
the right of u by r(u).

Two cells u, v ∈ λ are said to attack each other if either
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(i) they are in the same column: u = (i, j), v = (k, j); or
(ii) they are in consecutive columns, with the cell in the left column strictly above the one in the

right column: u = (i, j), v = (k, j − 1), where i < k.

The figure below shows the two types of pairs of attacking cells.

(i)

•

• , (ii)

•

• .

Remark 2.7. The main difference in our approach compared to the Haglund-Haiman-Loehr one is in the
definition of attacking cells; note that in [4] these cells are defined similarly, except that u = (i, j) and
v = (k, j − 1) with i > k attack each other.

A filling is a function σ : λ → [n] := {1, . . . , n} for some n, that is, an assignment of values in [n]
to the cells of λ. As usual, we define the content of a filling σ as content(σ) := (c1, . . . , cn), where ci is
the number of entries i in the filling, i.e., ci := |σ−1(i)|. The monomial xcontent(σ) of degree m in the
variables x1, . . . , xn is then given by

xcontent(σ) := xc1
1 . . . , xcn

n .

Definition 2.8. A filling σ : λ → [n] is called nonattacking if σ(u) 6= σ(v) whenever u and v attack
each other. Let T (λ, n) denote the set of nonattacking fillings.

Definition 2.9. Given a filling σ of λ, let

Des(σ) := {(i, j) ∈ λ : (i, j + 1) ∈ λ , σ(i, j) > σ(i, j + 1)} .

Also let
Diff(σ) := {(i, j) ∈ λ : (i, j + 1) ∈ λ , σ(i, j) 6= σ(i, j + 1)} .

We define a reading order on the cells of λ as the total order given by reading each column from top
to bottom, and by considering the columns from right to left (smallest to largest). Note that this is a
different reading order than the usual (French or Japanese) ones.

Definition 2.10. An inversion of σ is a pair of entries σ(u) > σ(v), where u and v attack each other,
and u precedes v in the considered reading order. Let Inv(σ) denote the set of inversions of σ.

Here are two examples of inversions, where a < b:

b

a
,

a

b
.

The arm of a cell u ∈ λ is the number of cells strictly to the left of u in the same row; similarly, the
leg of u is the number of cells strictly below u in the same column, as illustrated below.

a •
l
l
l

, arm(•) = 1 , leg(•) = 3 .

Definition 2.11. The maj statistic on fillings σ is defined by

maj(σ) :=
∑

u∈Des(σ)

arm(u) .

The inversion statistic is defined by

inv(σ) := |Inv(σ)| −
∑

u∈Des(σ)

leg(u) .
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We are now ready to state a new combinatorial formula for the Macdonald P -polynomials in the
variables X = (x1, . . . , xn) for a fixed n and a partition λ which corresponds to a regular weight, that
is, (λ1 > . . . > λn−1 > 0).

Theorem 2.12. Given λ as above, we have

(2.5) Pλ(X; q, t) =
∑

σ∈T (λ,n)

tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

 xcontent(σ) .

3. The compression phenomenon

3.1. Specializing the Ram-Yip formula to type A. We now restrict ourselves to the root system
of type An−1, fow which the Weyl group W is the symmetric group Sn. Permutations w ∈ Sn are
written in one-line notation w = w(1) . . . w(n). We can identify the space h∗R with the quotient space
V := Rn/R(1, . . . , 1), where R(1, . . . , 1) denotes the subspace in Rn spanned by the vector (1, . . . , 1).
The action of the symmetric group Sn on V is obtained from the (left) Sn-action on Rn by permutation
of coordinates. Let ε1, . . . , εn ∈ V be the images of the coordinate vectors in Rn. The root system Φ
can be represented as Φ = {αij := εi − εj : i 6= j, 1 ≤ i, j ≤ n}. The simple roots are αi = αi,i+1, for
i = 1, . . . , n− 1. The fundamental weights are ωi = ε1 + . . . + εi, for i = 1, . . . , n− 1. The weight lattice
is Λ = Zn/Z(1, . . . , 1). A dominant weight λ = λ1ε1 + . . . + λn−1εn−1 is identified with the partition
(λ1 ≥ λ2 ≥ . . . ≥ λn−1 ≥ λn = 0) of length at most n− 1. We fix such a partition λ for the remainder of
this paper, and assume that the corresponding weight is regular, i.e., (λ1 > λ2 > . . . > λn−1 > λn = 0).

For simplicity, we use the same notation (i, j) with i < j for the root αij and the reflection sαij
, which

is the transposition of i and j. Consider the following chain of roots, denoted by Γ(k):

(3.1)

( (k, n), (k, n− 1), . . . , (k, k + 1) ,
(k − 1, n), (k − 1, n− 1), . . . , (k − 1, k + 1) ,

. . .
(1, n), (1, n− 1), . . . , (1, k + 1) ) .

Denote by Γ′(k) the chain of roots obtained by removing the root (i, k + 1) at the end of each row. Now
define a chain Γ as a concatenation Γ := Γλ1 . . .Γ2, where

Γj :=

{
Γ′(λ′j) if j = min {i : λ′i = λ′j}
Γ(λ′j) otherwise .

Based on the interlacing condition in [7][Definition 4.1 and Proposition 4.4], it is not hard to verify that
Γ is a λ-chain in the sense defined in Section 2.2.

Alternatively, one can argue based on the chain considered in [6][Section 3.1], which we denote here
by Γ̂. We proved in [8, Corollary 15.4] that, for any k = 1, . . . , n − 1, we have the following chain of
roots corresponding to an alcove path from A◦ to A◦ + ωk, denoted by Γ̂(k):

(3.2)

( (1, n), (1, n− 1), . . . , (1, k + 1) ,
(2, n), (2, n− 1), . . . , (2, k + 1) ,

. . .
(k, n), (k, n− 1), . . . , (k, k + 1) ) .

Hence, we can construct a chain corresponding to an alcove path from A◦ to A◦ + λ as a concatena-
tion Γ̂ := Γ̂λ1 . . . Γ̂1, where Γ̂j = Γ̂(λ′j). It is not hard to show that we can use moves of the form
((i, j), (i, k), (j, k)) ↔ ((j, k), (i, k), (i, j)) with i < j < k to change Γ̂ into a chain/alcove path which has
Γ as an initial segment (the mentioned moves translate into Coxeter moves for the reduced words in
the affine Weyl group corresponding to the alcove paths); moreover, the reflections in the final segment,
when applied from left to right, give rise to a saturated chain in Bruhat order on Sn from the identity
to the longest permutation.
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The λ-chain Γ is fixed for the remainder of this paper. Thus, we can replace the notation F(Γ) with
F(λ).

Example 3.1. Consider n = 4 and λ = (4, 3, 1, 0), for which we have the following λ-chain (the
underlined pairs are only relevant in Example 3.2 below):

(3.3) Γ = Γ4Γ3Γ2 = ((1, 4), (1, 3) | (2, 4), (2, 3), (1, 4), (1, 3) | (2, 4), (1, 4)) .

We represent the Young diagram of λ inside a broken 4 × 4 rectangle, as shown below. In this way, a
transpositions (i, j) in Γ can be viewed as swapping entries in the two parts of each column (in rows i
and j, where the row numbers are also indicated below).

1 1 1 1
2 2 2

3

2
3 3 3
4 4 4 4

Given the λ-chain Γ above, in Section 2.2 we considered subsets J = {j1 < . . . < js} of [m], where m
is the length of the λ-chain. Instead of J , it is now convenient to use the subsequence of Γ indexed by
the positions in J . This is viewed as a concatenation with distinguished factors T = Tλ1 . . . T2 induced
by the factorization of Γ as Γλ1 . . .Γ2. The partition J = J+ t J− induces partitions T = T+ t T− and
Tj = T+

j t T−
j .

All the notions defined in terms of J are now redefined in terms of T . As such, from now on we will
write φ(T ), µ(T ), and |T |, the latter being the size of T . If (w, J) is a folding pair, we will also call the
corresponding (w, T ) a folding pair. We will use the notation F(Γ) and F(λ) accordingly.

We denote by wTλ1 . . . Tj the permutation obtained from w via right multiplication by the transposi-
tions in Tλ1 , . . . , Tj , considered from left to right. This agrees with the above convention of using pairs
to denote both roots and the corresponding reflections. As such, φ(J) in (2.3) can now be written simply
T .

Example 3.2. We continue Example 3.1, by picking the folding pair (w, J) with w = 2341 ∈ S4 and
J = {1, 4, 6, 7} (see the underlined positions in (3.3)). Thus, we have

T = T4T3T2 = ((1, 4) | (2, 3), (1, 3) | (2, 4)) .

Note that J+ = {1, 7} and J− = {4, 6}. Indeed, we have the corresponding chain in Bruhat order, where
the swapped entries are shown in bold (we represent permutations as broken columns, as discussed in
Example 3.1):

w =

2

3
4
1

>

1

3
4
2

|

1
3

4
2

<

1
4

3
2

<

3
4

1
2

|

3
4

1
2

>

3
2

1
4

|

3
2
1

4

.

3.2. The filling map. Given a folding pair (w, T ), we consider the permutations

πj = πj(w, T ) := wTλ1Tλ1−1 . . . Tj+1 ,

for j = 1, . . . , λ1. In particular, πλ1 = w.

Definition 3.3. The filling map is the map f from folding pairs (w, T ) to fillings σ = f(w, T ) of the
shape λ, defined by

(3.4) σ(i, j) := πj(i) .

In other words, the j-th column of the filling σ consists of the first λ′j entries of the permutation πj.
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Example 3.4. Given (w, T ) as in Example 3.2, we have

f(w, T ) =
2 1 3 3

3 4 2
1

.

The following proposition is a similar version of [6][Proposition 3.6].

Proposition 3.5. For permutation w and any subsequence T of Γ, we have content(f(w, T )) = w(µ(T )).
In particular, w(µ(T )) only depends on f(w, T ).

Proposition 3.6. We have f(F(λ)) = T (λ, n).

Proof. We show first that f(F(λ)) ⊆ T (λ, n). Let u = (i, j) be a cell of λ, and σ = f(w, T ). We check
that σ satisfies the condition in Definition 2.8. Let v = (k, j) with k < i. We clearly have σ(u) 6= σ(v)
because σ(u) = πj(i) and σ(v) = πj(k). For the same reason, if σ(u) = σ(r(u)), then σ(v) 6= σ(r(u)).
Otherwise, consider the subchain of the Bruhat chain corresponding to (w, T ) which starts at πj and
ends at πj−1. There is a permutation π in this subchain such that σ(v) = π(k) and σ(r(u)) is the
entry in some position greater than i, to be swapped with position i; this follows from the structure of
the segment Γj (see (3.1)) in the λ-chain Γ. Thus, we have σ(v) 6= σ(r(u)) once again. To conclude
that σ ∈ T (λ, n), we need to consider one more case; that is, we need to show σ(v) 6= σ(u′), where
u′ = (i, j − 1) is the bottom cell of column j − 1 (so i = λ′j−1), and λ′j−1 = λ′j + 1. This is obvious since
σ(v) = πj(k) and σ(u′) = πj(i), by the structure of Γj , which contains no pair of the form ( · , i).

To show that the map f : F(λ) → T (λ, n) is surjective, consider σ ∈ T (λ, n). We construct a
chain in the Bruhat order on Sn, as follows. Let π1 be the unique permutation such that π1(i) = σ(i, 1)
for 1 ≤ i ≤ λ′1. Assume that we constructed the Bruhat chain up to πj−1. For each i from 1 to λ′j ,
if σ(i, j) 6= σ(i, j − 1), then swap the entry in position i of the current permutation with the entry
σ(i, j); the latter is always found in a position greater than λ′j−1 because σ ∈ T (λ, n). The result is a
permutation πj whose first λ′j entries form column j of σ. Continue in this way up to column λ1. Then
set w := πλ1 . The obtained Bruhat chain determines a folding pair (w, T ) mapped to σ by f . �

Based on Proposition 3.6, from now on we consider the filling map as a map f : F(λ) → T (λ, n).

3.3. Compressing the Ram-Yip formula. From now on, we assume that the partition λ corresponds
to a regular weight.

We start by rewriting the Ram-Yip formula (2.4) in the type A setup and by recalling our new formula
(2.5) in terms of fillings:

Pλ(X; q, t) =
∑

(w,T )∈F(Γ)

t
1
2 (`(w)−`(wT )−|T |) (1− t)|T |

 ∏
j,(i,k)∈T+

j

1
1− qarm(i,j−1)tk−i

×

×

 ∏
j,(i,k)∈T−j

qarm(i,j−1)tk−i

1− qarm(i,j−1)tk−i

 xw(µ(T )) ,

Pλ(X; q, t) =
∑

σ∈T (λ,n)

tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

 xcontent(σ) .

We will now describe the way in which the second formula can be obtained by compressing the first
one.
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Theorem 3.7. Given a partition λ corresponding to a regular weight and any σ ∈ T (λ, n), we have
f−1(σ) 6= ∅ and xw(µ(T )) = xcontent(σ) for all (w, T ) ∈ f−1(σ). Furthermore, we have

∑
(w,T )∈f−1(σ)

t
1
2 (`(w)−`(wT )−|T |) (1− t)|T |

 ∏
j,(i,k)∈T+

j

1
1− qarm(i,j−1)tk−i


 ∏

j,(i,k)∈T−j

qarm(i,j−1)tk−i

1− qarm(i,j−1)tk−i

 =

= tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

 .

The first statement in Theorem 3.7 is just the content of Propositions 3.5 and 3.6. The compression
formula in the theorem will be proved Section 4. Then Theorem 2.12 becomes a corollary.

In order to measure the compression phenomenon, we define the compression factor c(λ) as the ratio
of the number of terms in the Ram-Yip formula for λ and the number of terms t(λ) in our new formula
(2.5); note that we have 2mn! terms in the Ram-Yip formula, where m is the length of the λ-chain. We
also compute the ratio r(λ) of the number of terms in the Haglund-Haiman-Loehr formula and t(λ). We
list below some examples.

λ n t(λ) c(λ) r(λ)
(3, 2, 1, 0) 4 288 1.3 3.0
(5, 3, 1, 0) 4 10,368 4.7 3.0

(4, 3, 2, 1, 0) 5 34,560 3.6 7.5
(5, 4, 2, 1, 0) 5 552,960 14.2 7.5

We note that the compression factor increases with the rank of the root system and the number of
columns of λ. Also note that the Haglund-Haiman-Loehr formula has more terms than the new formula,
and sometimes even more than the Ram-Yip formula.

4. The proof of Theorem 3.7

We start with some notation related to sequences of positive integers. Given such a sequence w, we
write w[i, j] for the subsequence w(i)w(i + 1) . . . w(j). We use the notation Na(w) and Nab(w) for the
number of entries w(i) with w(i) < a and a < w(i) < b, respectively.

Let us denote by rev(S) the reverse of the sequence S. For simplicity, we write Γr(k) for rev(Γ(k)).
We also consider the segment of Γr(k) with the first p entries removed, which we denote by Γr(k, p).

Proposition 4.1. Consider a permutation w in Sn and a number b ∈ [n] \ {a}, where a := w(1); also
consider an integer p with 0 ≤ p < w−1(b)− 1. Then we have

∑
T : (w,T )∈F(Γr(1,p))

wT (1)=b

t
1
2 (`(wT )−`(w)−|T |(1− t)|T |

 ∏
(1,k)∈T+

1
1− qtk−1

  ∏
(1,k)∈T−

qtk−1

1− qtk−1

(4.1)

=

{
tNab(w[2,p+1])(1− t)/(1− qtp+1) if a < b

qtp−Nba(w[2,p+1])(1− t)/(1− qtp+1) otherwise .

Proof. We use decreasing induction on p. The base case for p = w−1(b)− 2 is based on the fact that

(4.2)
1
2
(`(w(1, p + 2))− `(w)− 1) =

{
Nab(w[2, p + 1]) if a < b

−1−Nba(w[2, p + 1]) otherwise .



10 CRISTIAN LENART

Let us now prove the statement for p assuming it for p+1. Let c := w(p+2). The sum in (4.1), denoted
by S(w, p), splits into two sums, depending on (1, p+2) 6∈ T and (1, p+2) ∈ T . Let us assume first that
a < b. For simplicity, we write Nrs for Nrs(w[2, p + 1]).

Case 1. a < c < b. By induction, the first sum is

S(w, p + 1) =
tNab+1(1− t)

1− qtp+2
.

By (4.2), the second sum is

tNac(1− t)
1− qtp+1

S(w(1, p + 2), p + 1) =
tNac(1− t)
1− qtp+1

tNcb(1− t)
1− qtp+2

.

where the first equality is obtained by induction. The desired result easily follows by adding the two
sums into which S(w, p) splits, using Nac + Ncb = Nab.

Case 2. a < b < c. By induction, the first sum is

S(w, p + 1) =
tNab(1− t)
1− qtp+2

.

By (4.2), the second sum is

tNac(1− t)
1− qtp+1

S(w(1, p + 2), p + 1) =
tNac(1− t)
1− qtp+1

qtp+1−Nbc(1− t)
1− qtp+2

.

where the first equality is obtained by induction. The desired result easily follows by adding the two
sums into which S(w, p) splits, using Nac −Nbc = Nab.

Case 3. c < a < b. By induction, the first sum is the same as in Case 2. By (4.2), the second sum is

t−1−Nca(1− t)qtp+1

1− qtp+1
S(w(1, p + 2), p + 1) =

t−1−Nca(1− t)qtp+1

1− qtp+1

tNcb+1(1− t)
1− qtp+2

.

where the first equality is obtained by induction. The desired result easily follows by adding the two
sums into which S(w, p) splits, using Ncb −Nca = Nab.

We also have three cases corresponding to a > b, which are verified in a completely similar way. �

Proposition 4.2. Consider two sequences C1, C2 of size p and entries in [n], as well as a permutation
w in Sn such that w[1, p] = C1. Let C2C1 denote the two-column filling with left column C2 and right
column C1. Assume that C2C1 is nonattacking. Then we have

∑
T : (w,T )∈F(Γr(p))

wT [1,p]=C2

t
1
2 (`(wT )−`(w)−|T |(1− t)|T |

 ∏
(i,k)∈T+

1
1− qitk−i

  ∏
(i,k)∈T−

qit
k−i

1− qitk−i

(4.3)

= t(
|C1|

2 )−inv(C2C1)+inv(C2)

 ∏
(i,1)∈Des(C2C1)

qi

  ∏
(i,1)∈Diff(C2C1)

1− t

1− qitleg(i,1)+1

 .

The same result holds if C1 has size p + 1 instead, and Γr(p) is replaced by rev(Γ′(p)).

Proof. We introduce some notation first. Consider the following two conditions (related to a descent)
for a pair (i, k) with 1 ≤ i < k ≤ p:

• C1(i) > C1(k);
• C1(k) > C2(i).
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Let Nd∧1, N1∧d, Nd∧d, Nd∨d and Na∧a denote the number of pairs (i, k) satisfying the first condition,
the second one, both conditions, at least one condition, and none of the conditions (meaning that both
descents are replaced by ascents), respectively. Let us also define

L :=
∑

u∈Des(C2C1)

leg(u) .

Let us split Γr(p) as Γr
1(p) . . .Γr

p(p) by the rows in (3.1), that is,

Γr
i (p) = ( (i, p + 1), (i, p + 2), . . . , (i, n) ) .

This splitting induces one for the subsequence T of Γr(p) indexing the sum in (4.3), namely T = T1 . . . Tp.
For i = 0, 1, . . . , p, define wi := wT1 . . . Ti, so w0 = w. The sum in (4.3) can be written as a p-fold sum
in the following way:

(4.4)
∑

Tp : (wp−1,Tp)∈F(Γr
p(p))

wp(p)=C2(p)

E(wp−1, Tp) . . .
∑

T1 : (w0,T1)∈F(Γr
1(p))

w1(1)=C2(1)

E(w0, T1) ,

where

E(w, T ) := t
1
2 (`(wT )−`(w)−|T |(1− t)|T |

 ∏
(i,k)∈T+

1
1− qitk−i

  ∏
(i,k)∈T−

qit
k−i

1− qitk−i

 .

By Proposition 4.1, we have

∑
Ti : (wi−1,Ti)∈F(Γr

i (p))

wi(i)=C2(i)

E(wi−1, Ti) =


tNC1(i),C2(i)(C1[i+1,p])(1− t)/(1− qit

p−i+1) if C1(i) < C2(i)

qit
p−i−NC2(i),C1(i)(C1[i+1,p])(1− t)/(1− qit

p−i+1) if C1(i) > C2(i)
1 if C1(i) = C2(i) .

We can see that the above sum does not depend on the permutation wi, but only on C1(i) and C2[i, p].
Therefore, using the notation above, the p-fold sum (4.4) evaluates to

tNa∧a+L−Nd∧d

 ∏
(i,1)∈Des(C2C1)

qi

  ∏
(i,1)∈Diff(C2C1)

1− t

1− qitleg(i,1)+1

 .

Now observe that(
|C1|
2

)
− inv(C2C1)−L + inv(C2) =

(
|C1|
2

)
−Nd∧1 −N1∧d =

(
|C1|
2

)
−Nd∨d −Nd∧d = Na∧a −Nd∧d .

This concludes the proof.

The case when C1 has size p + 1 is reduced to the previous one by extending C2 to size p + 1 via
setting C2(p + 1) := C1(p + 1). �

Proof of Theorem 3.7. The splitting rev(Γ) = Γr
2 . . .Γr

λ1
, where Γ is our fixed λ-chain and Γr

j := rev(Γj),
induces a splitting T = T2 . . . Tλ1 of any T for which (w, T ) ∈ F(rev(Γ)), cf. Section 3.1. Let m := λ1

be the number of columns of λ, and let C = C1, . . . , Cm be the columns of a fixed filling σ, of lengths
c1 := λ′1, . . . , cm := λ′m. For j = 1, . . . ,m, define wj := wT2 . . . Tj , so w1 = w. The sum in Theorem 3.7
can be written as an (m− 1)-fold sum in the following way:

(4.5)
∑

Tm : (wm−1,Tm)∈F(Γr
m)

wm[1,cm]=Cm

E(m,wm−1, Tm) . . .
∑

T2 : (w1,T2)∈F(Γr
2)

w2[1,c2]=C2

E(2, w1, T2) ;
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here

E(j, w, T ) := t
1
2 (`(wT )−`(w)−|T |(1− t)|T |

 ∏
(i,k)∈T+

1
1− qarm(i,j−1)tk−i

  ∏
(i,k)∈T−

qarm(i,j−1)tk−i

1− qarm(i,j−1)tk−i

 ,

and arm(i, j − 1) is computed in λ. By Proposition 4.2, we have

∑
Tj : (wj−1,Tj)∈F(Γr

j )

wj [1,cj ]=Cj

E(j, wj−1, Tj) = t(
cj−1

2 )−inv(CjCj−1)+inv(Cj)

 ∏
(i,1)∈Des(CjCj−1)

qarm(i,j−1)

×

×

 ∏
(i,1)∈Diff(CjCj−1)

1− t

1− qarm(i,j−1)tleg(i,j−1)+1

 ;

here both arm(i, j − 1) and leg(i, j − 1) are computed in λ. We can see that the above sum does not
depend on the permutation wj−1, but only on Cj−1 and Cj . Therefore, the (m− 1)-fold sum (4.5) is a
product of m− 1 factors, and evaluates to

tn(λ)−inv(σ)qmaj(σ)

 ∏
u∈Diff(σ)

1− t

1− qarm(u)tleg(u)+1

 .

Indeed, since cm = 1, we have
m∑

j=2

(
cj−1

2

)
−

m∑
j=2

(inv(CjCj−1)− inv(Cj)) = n(λ)− inv(σ) .

�
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