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Abstract—With the rise of digital content on social media and
the advancement of image editing tools, tampering with scene text
has become a serious concern. Scene text manipulation detection
(STMD) is a kind of image manipulation detection (IMD) with
focus on the tampering of scene text pixels, which is crucial
for image content integrity and media forensics. In this paper,
we present TextSleuth, a novel benchmark dataset specifically
designed for STMD, by integrating three public datasets with
newly introduced manipulation and annotations. We introduce
professional edits on the Total-Text dataset (∼1K images) with
four levels of manipulated region perceptibility, and a large
synthetic manipulation set (858K images) on the SynthText
dataset, as well the integration of the Tampered-IC13 dataset
(378 images). We established a new STMD baseline based on
TextSleuth using MMFusion-IML, the state-of-the-art image ma-
nipulation detection model. We performed extensive experiments,
reporting the AUC from ROC analysis and the balanced accuracy
(bACC) metrics to maintain a balanced performance evaluation.
The MMFusion-IML baseline achieves 0.641 AUC and 0.588
bACC on the Total-Text subset. In comparison, it achieves 0.89
AUC and 0.8272 bACC on the Tampered-IC13 subset. This
showcases the real-world STMD challenges reflected in our new
dataset. TextSleuth is a valuable resource for future research in
scene text manipulation detection and forensics. The dataset is
available at https://github.com/abhineet-pandey/Text-Sleuth.

Index Terms—Scene text, image manipulation detection, media
forensics, MMFusion, Total-Text, SynthText, Tampered-IC13.

I. INTRODUCTION

In an era of digital contents, the authenticity of visual
information is increasingly susceptible to manipulation [1],
[2]. Scene text, often found in photos of documents and
real-world images, is particularly vulnerable to tampering.
The ease of altering text pixels with advanced editing tools
poses a significant threat media content trustworthiness [3].
Detecting scene text forgery is crucial, as manipulated text can
spread misinformation, lead to legal disputes, and compromise
personal and institutional integrity. Ensuring the reliability of
scene text is essential for maintaining the credibility of digital
information in various critical domains.

Scene text manipulation detection (STMD) is a special-
ized task of image manipulation detection (IMD) focusing on
identifying tampered texts within images. STMD has not been
extensively investigated, mainly due to a lack of adequate
data and the inherent challenges. While notable research exists
in the broader field of image-based tampering detection [4],
IMD methods [5]–[9] typically targets semantic objects like
spliced people, face swaps, or other generic objects, sup-
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Fig. 1. (a) Example scene text manipulation and groundtruth from the
proposed TextSleuth dataset. The manipulation region is typically tiny w.r.t.
the whole image. (b) We provide a STMD baseline by intersecting the scene
text detection and image manipulation detection masks.

ported by benchmark datasets [10]–[13]. In contrast, STMD
requires deeper semantic and contextual understanding, with
manipulation areas being relatively smaller and less diverse.
Current state-of-the-art IMD methods [6], [8], [9] excel in
detecting general image manipulations but often fail to accu-
rately identify and localize altered text within images. This
gap highlights the need for targeted research and specialized
datasets to address the unique challenges posed by scene text
forgery and manipulation detection.

To address the gaps in existing solutions, we introduce
TextSleuth, an innovative dataset specifically designed for de-
tecting scene text manipulations. Fig. 1 shows examples of the
TextSleuth dataset and a STMD baseline. We incorporate and
integrate three public STMD datasets, with newly introduced
scene text manipulation and annotations. (1) We enhance the
Total-Text dataset [14] by incorporating professional image-
based edits on selected scene texts, creating realistic scene
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text manipulations with ground truth. This subset includes
approximately 1,000 images, with about 1,151 manipulation
instances. To reflect real-world STMD scenarios, the manip-
ulations are categorized into four difficulty levels, ranging
from subtle alterations to drastic changes based on human
visual perception. (2) We extract an extensive set of synthetic
text manipulations from the SynthText dataset [15], result-
ing in 858,000 high-quality scene text manipulation images
with ground truth. (3) We incorporate the Tampered-IC13
dataset [16] from ICDAR 2013, which includes synthetically
manipulated images annotated with bounding boxes for each
manipulated instance. The existing annotations are enriched
with manipulated word-level masks as ground truth.

In addition to constructing a benchmark dataset, we estab-
lish a baseline for STMD by integrating state-of-the-art IMD
methods with scene text detection and localization models.
Specifically, we combine the MMFusion IMD [6] with the
CRAFT [17] scene text detection model. Model training and
evaluation is performed following standard train-test split on
TextSleuth. By intersecting the STMD and scene text detection
masks as shown in Fig. 1(b), we achieve accurate detection
and localization of scene text forgery.

We employ the standard ROC AUC analysis for perfor-
mance evaluation, measuring the performance STMD in dis-
tinguishing between manipulated and original images, inde-
pendent of threshold settings. We also used balanced accuracy
(bACC) to maintain a fair measure of classification accuracy,
accounting for both sensitivity (True Positive Rate, TPR) and
specificity (True Negative Rate, TNR), addressing imbalance
between pristine and manipulated images.

The new TextSleuth STMD dataset offers a comprehensive
training set and benchmark for the research community, fea-
turing realistic and diverse scene text manipulation cases that
closely resemble real-world scenarios. This work advances the
study of STMD by providing targeted resources to address the
unique challenges of scene text forgery, ultimately enhancing
the reliability and trustworthiness of visual information. Our
contributions are summarized as follows:
• Development of a new high-quality dataset: We created a

new tampered version of the Total-Text dataset [14], fea-
turing meticulously created manipulated scene text images
with tampering ground truth masks done by three profes-
sional editors, covering four difficulty levels and manipu-
lation types. Additionally, masks were extracted the large
SynthText dataset [15] and the Tampered-IC13 [16] dataset
to improve scene text manipulation detection capabilities.

• Baseline establishment: We introduced a baseline method
that combines CRAFT scene text detection with MMFusion
image manipulation detection, enhancing the detection of
manipulated scene text.

• Evaluation benchmark: We established an evaluation bench-
mark for scene text manipulation detection, utilizing metrics
such as ROC AUC and balanced accuracy (bACC) analysis.
Our baseline achieves 0.641 AUC and 0.588 bACC on the
Total-Text subset. It achieves 0.89 AUC and 0.8272 bACC
on the Tampered-IC13 subset. On the SynthText subset, a

score of 0.966 for AUC and 0.918 bACC was achieved.

II. RELATED WORK

A. Image Manipulation Detection

Image manipulation detection (IMD) techniques have ad-
vanced significantly, with several state-of-the-art methods de-
veloped to identify and localize tampered regions in images.
Below we survey some prominent IMD algorithms.

CAT-Net [9] uses fully convolutional neural network com-
bined with attention mechanisms to learn the forensics features
of compression artifacts on RGB and DCT domains. Multiple
resolutions of the each stream is considered to deal with
artifacts brought by the spliced object.

ManTra-Net [5] employs a fully convolutional network
for a self-supervised learning task aimed at comprehensively
learning 385 types of manipulations. Manipulation localization
is treated as anomaly detection, handled via a LSTM-based
approach to assess local anomalies using a z-score feature.

MVSS-Net [7] introduces a multi-view approach to capture
subtle inconsistencies in the structural and textural properties
of an image. Multi-view feature learning is designed to extract
semantic-agnostic which yields more generalizable features.
This method also learns form authentic images rather than
just forged images. By utilizing multiple views, MVSS-Net
enhances its ability to detect fine-grained manipulations that
are often imperceptible to the human eye. This method excels
in scenarios where high precision is required for identifying
small, localized tampering.

The MMFusion-IML [6] combines information from vari-
ous forensic artifacts and traces produced by noise-sensitive
filters such as SRM [18], Bayar convolution [19] and
Noiseprint++ [20]. This fusion-based approach leverages mul-
tiple modalities to improve detection accuracy, making it
robust against a wide range of manipulation techniques. Two
distinct approaches are proposed for combining the outputs of
different forensic filters for image manipulation localization
and detection.

TrueFor [8] integrates several forensic features to provide a
robust solution for detecting and localizing manipulated areas
in images, aiming for high accuracy and reliability.

Image manipulation detection datasets: There are several
datasets developed for image manipulation detection, including
CASIA-v2 [10], Coverage [11], Columbia [21], DSO-1 [22],
VIPP [23], NIST16 [24], and OpenForensics [25], among
others. A recent IMD benchmark dataset is developed in [4].
These datasets primarily focus on manipulations at the object
level and include techniques such as copy-move, splicing,
removal, and enhancement.

B. Scene Text Image Tampering Datasets

While numerous IMD datasets have been reviewed in § II-A,
there are only a few datasets focusing specifically on scene
text tampering. Although some publicly available and mostly
private datasets for document forgery detection exist, such
as those in [26]–[30], these forgeries are typically created
through random copy-move, splicing, or content synthesis
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Fig. 2. Example of tampering images in our TextSleuth scene text manipulation detection (STMD) dataset: (a) original real images, (b) scene text tampered
images, (c) the manipulation groundtruth mask, (d) detected manipulated region.

techniques. These datasets do not reflect real-world scene text
forgery scenarios, which are addressed in this paper. It is
important to note that document and scene text tampering
differ significantly, with each presenting unique challenges and
requiring specialized approaches.

Tampered-IC13 [16] is an extension of ICDAR 2013 dataset
for addressing scene text image tampering. The manipulations
are generated algorithmically using class-specific texture learn-
ing. A parallel-branch feature extractor captures both RGB
and frequency domain features. The dataset contains high-
quality tampered textures, featuring text-free areas and smooth
transitions in the contour regions. However, GAN-based text
synthesis produces unnecessary blurry artifacts in the samples.

C. Scene Text Detection

There exists extensive works on scene text detection, in-
cluding CRAFT [17], DB [31], EAST [32], TextFuseNet [33],
CharNet [34]. CRAFT [17] is effectively in detecting text
area by exploring each character with region awareness and
modeling the affinity between characters, without the need of
individual character level annotations. Differentiable Binariza-
tion (DB) [31] achieves realtime performance by integrating
differentiable binarization and an adaptive scale fusion tech-
nique. TextFuseNet [33] uses multiple feature maps at different
levels of abstraction to enhance the representation of text
regions in images. The integration of CNN features from both
shallow and deep layers captures richer spatial and contextual
information for accurately detecting text in complex scenes.

III. THE TEXTSLEUTH BENCHMARK DATASET

The proposed TextSleuth dataset integrates scene text im-
ages from three publicly available datasets: Total-Text [14],

TABLE I
TEXTSLEUTH DATASET COMPILATION BREAKDOWN.
Features Parent Datasets
Details Total-Text Tampered-IC13 SynthText

# Tampered images 970 378 858,749
# Instances 1,151 995 6M

Groundtruth Mask† ✓ ✓ (ours) ✓ (ours)
Groundtruth Polygon ✓ ✓ ✓

Tampering Style Manual Synthetic Synthetic
Extra Features‡ ✓ - -

†Ground truth mask for the manipulated region. ‡See § III-A for explanation.

SynthText [15], and Tampered-IC13 [16]. We introduce new
types of scene text editing and manipulation into images of
these parent datasets, with ground truth annotations. Unlike
most scene text manipulation datasets that generate manip-
ulations by simply rendering text pixels on top of scenes,
resulting in visually fake and easily identifiable text, our
approach involves professional scene text insertion and editing
on the Total-Text dataset, performed by three experts skilled
in image and media editing. Additionally, we incorporate
the extensive synthetic dataset from SynthText. Lastly, we
include the Tampered-IC13 dataset, which comes with its own
scene text manipulation and ground truth. Table I provides the
properties and features of the TextSleuth dataset across these
three parent datasets.

In the following subsections, we describe the process of gen-
erating or incorporating scene text manipulations and curating
ground truth annotations for these three parent datasets.

A. The Tampered Total-Text Subset

Finding authentic, non-synthetic tampered datasets for scene
text manipulation poses a significant challenge. To address
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Fig. 3. Results on Tampered-IC13 and SynthText images: (a) the tampered images, (b) ground truth mask, (c) the predicted mask.

this gap, we emphasize the importance of manually tampered
datasets that feature genuine examples of image manipula-
tion. These datasets demonstrate a wide array of tampering
scenarios and techniques, including subtle alterations that are
challenging to detect. This diversity enhances the capability
of detection algorithms to handle real-world manipulation
techniques effectively. Accurate ground truth annotations are
crucial in manually tampered datasets, specifying which parts
of images are tampered and how. Models trained on such
datasets are better equipped to generalize to unseen manip-
ulation techniques and variations in real-world images. In
contrast, synthetic datasets such as the SynthText dataset often
lack the complexity and variability of real-world manipulation,
which can limit their effectiveness in training models for
authentic image scenarios.

To address this need, we developed a manually manipulated
scene text dataset. Three professional annotators performed
tampering on the Total-Text dataset [14] at the character level.
We altered a total of 970 images, creating 1,151 instances of
manipulation. Each modification is carefully documented with
precise ground truth annotations. Sample images illustrating
these changes are shown in Fig. 2.

The process of generating this Tampered Total-Text Sub-
set was entirely manual to ensure unbiased data with no
specific patterns, thereby maintaining data quality. Annotators
had the flexibility to modify, add, or remove words in scene
text using various tools such as Adobe Photoshop, Illustrator,
Paint, and mobile devices. Each annotator worked indepen-
dently, employing techniques such as text removal, addition,
modification, replacement, distortion, font and size changes,
as well as copy-paste and splicing.

Our manipulations and annotations provide diverse insights
into different forms of text manipulation, significantly enhanc-
ing the dataset’s robustness and applicability for training and
evaluating scene text manipulation detection algorithms.

Ground truth types: The dataset includes detailed annota-
tions for each modified word or character, including the loca-

tion if a new character or word is added. Each modification is
outlined with polygons, accompanied by modification masks.
Additionally, the dataset includes information on difficulty lev-
els (explained below), modification type (color, font, content),
specific font used, software version, and the modifier’s identity.
Polygon annotations are available for each manipulated text
along with its content, and masks are provided for each
manipulated character.

Difficulty levels: We categorized the quality of manipu-
lation or tampering on a scale from 0 to 3, indicating the
difficulty in visually identifying the manipulation. Five inde-
pendent assessors participated in this classification process,
each assigning difficulty levels based on their assessment. The
final rating for each instance was determined by reaching a
majority consensus among the assessors. Examples of scene
text tampered images categorized by these levels are shown
in Fig. 2: row (a) shows the pristine image, row (b) displays
all corresponding modified images, and row (c) presents the
mask for the modified text region. The four difficulty levels
are defined as follows:
• Level 0: Easily detectable by human eyes; typically notice-

able at first glance.
• Level 1: Detectable by human eyes, but requires some effort

beyond a cursory look.
• Level 2: Difficult to detect by human eyes.
• Level 3: Nearly impossible to detect by human eyes; these

manipulations are executed with high precision and time.
The dataset includes other details about the font and modi-

fication type, along with information on the software used for
modification and the individual who made the modifications.
This aid in the identification of their signature style of the
modification.

B. The SynthText Subset

Generating synthetic data for scene text is challenging
due to the limited area available for image modification.
Overcoming these challenges requires the development of



Fig. 4. Flow diagram illustrating the extraction of text masks from the SynthText dataset.

effective tools and the application of creative techniques to
ensure high-quality synthetic data generation. One approach
is to leverage existing datasets like SynthText [15], which
provides rendered text images and masks. By saving the
rendered text masks generated in each step, we can effectively
generate new synthetic data. This method allows flexibility in
generating scene text in multiple languages, thereby expanding
the applicability of the dataset.

The SynthText dataset comprises approximately 858,749
synthetic images, containing a total of 6 million words and
approximately 29 million characters. Sample images and their
corresponding masks are illustrated in Fig. 3 (a,b).

Extracting scene text tampering masks: The SynthText
dataset involves rendering scene text onto natural images using
various fonts, colors, and orientations to mimic real-world sce-
narios. To extract the groundtruth tampering masks, traditional
background subtraction methods struggle to accurately extract
masks for the rendered text due to noise, artifacts, complex
backgrounds, shadows, and variations in text characteristics
such as font, size, color, orientation, and lighting conditions.
To address these challenges and obtain precise masks for the
rendered text, we developed a sequential approach illustrated
in Fig. 4. Initially, we compute the absolute difference between
the background and the rendered text image, which often
results in significant noise and artifacts. To refine the masks,
we utilize the provided text polygon ground truth to mask out
non-text areas. Subsequently, we apply a median-blur filter
with a kernel size of 3 to further enhance the text polygons and
eliminate residual noise or artifacts. This systematic process
consistently delivers accurate masks for each image in the
SynthText dataset.

C. The Tampered-IC13 Subset

The dataset comprises 378 images featuring tampering, with
a total of 995 instances of manipulation, each accompanied
by its corresponding bounding box. To produce scene text
tampering groundtruth masks for these images, we employed
scene text segmentation as outlined in [35]. This involved
initially extracting all potential scene text from the image
and then removing any pristine text to produce masks that
specifically highlight the tampered text regions.

Fig. 5. The proposed scene text forgery detection pipeline.

IV. A STMD BASELINE AND EXPERIMENTAL
EVALUATION

In § IV-A, we develop a scene text manipulation detection
(STMD) baseline by integrating a popular scene text detection
model with a state-of-the-art image manipulation detection
method. § IV-B describes the evaluation metric, and § IV-C
presents experimental results with discussions.

A. Scene Text Manipulation Detection Baseline

The construction of the STMD baseline is flexible in
selecting an image manipulation detection (IMD) model to
combine with a scene text detection model. There exists
several prominent IMD algorithms including [5], [7]–[9] as
surveyed in § II. After conducting thorough evaluation ex-
periments, we select the MMFusion-IML [6] due to its out-
standing IMD performance. We employ the CRAFT scene
text detector [17] to exclude the non-textual image pixels.
Fig. 5 illustrates the step-by-step pipeline for this process.
The process initiates with image manipulation detection and
scene text detection. Subsequently, all undesired non-textual
areas are systematically removed. This procedure yields the
MMFusion-IML prediction heatmap specifically highlighting
text regions. Following the application of a threshold, a binary
mask representing the prediction is derived.

For the pristine images used for model training, we use mul-
tiple sources of datasets including Total-Text [14], Tampered-
IC13 [16], and ICDAR-15 [36] datasets.

We partition the STMD data samples following the 70-15-
15 split for training, validation and testing. An A100 GPU is
used for model training, with a learning rate of 0.005.

For model training and test in the experiments, we train the
MMFusion-IML model using the TextSleuth training set with



TABLE II
EVALUATION OF THE MMFUSION-IML SCENE TEXT MANIPULATION DETECTION. THE TOP ROW SPECIFIES THE DATASET THE MODEL IS TRAINED ON.

THE LEFT COLUMN SHOWS THE EVALUATION DATASET TO PERFORM TESTING.

Training on → Stock Model Tampered-IC13 and †Total-Text †SynthText, Tampered-IC13, †Total-Text
Test on ↓ AUC bACC AUC bACC AUC bACC

Tampered-IC13 0.7983 0.7270 0.9402 0.7121 0.8899 0.8272
SynthText 0.6214 0.6430 0.5822 0.5290 0.9665 0.9181

Tampered Total-Text 0.6388 0.6138 0.6985 0.6578 0.6409 0.5880
All combined 0.6318 0.6444 0.6160 0.5589 0.8950 0.8118

†These are part of the TextSleuth dataset, see § III-A and III-B.

multiple experimental runs, each with different setups. The
setup includes: (1) model trained on real tampered data and
tested on either real or synthetic data, (2) model trained on the
mixed real/synthetic data and tested on either real, synthetic,
or mixed data.

B. Evaluation Metric

For IMD, distinguishing between pristine and manipulated
images often encounters significant class imbalance. To ad-
dress this, we use the standard ROC AUC analysis over
simple accuracy to mitigate threshold selection issues. The
True Positive Rate (TPR), or sensitivity, measures the pro-
portion of actual positives correctly identified, while the True
Negative Rate (TNR), or specificity, assesses the proportion of
actual negatives correctly identified. Additionally, we employ
balanced accuracy (bACC), which computes the mean of TPR
and TNR, offering a balanced evaluation of classification
performance across both classes. These metrics are particularly
suited for image manipulation detection tasks, where the
number of manipulated images may be considerably fewer
than authentic ones.

C. Results and Discussion

Evaluation of the MMFusion-IML with CRAFT scene text
detection baseline is performed on the TextSleuth test set,
including the Tampered Total-Text, SynthText, and Tampered-
IC13 test sets. We also report the performance of the original
stock models trained on the datasets [10], [13], [37], [38]
provided in the MMFusion-IML paper [6]. Visual results on
SynthText and Tampered-IC13 datasets are presented in Fig. 2
and Fig. 3, respectively.

Table II the outcomes of our evaluation. The AUC and
bACC scores clearly demonstrate the difference between run-
ning MMFusion-IML with the CRAFT baseline and using
MMFusion-IML for IMD alone, without scene text detection.
One notable distinction is the finer granularity of manipulation
at the character or word level, which results in a low ratio of
manipulated to untouched areas. This aspect poses challenges,
particularly in detecting small spliced objects where noise
features and artifacts can be difficult to identify.

It is noteworthy that in Table II, the model performs
better when trained on the entire TextSleuth dataset (including
both real and synthetic tampering), compared to training
on smaller subsets such as Tampered-IC13 and Tampered
Total-Text alone, which comprises only about 1,000 images.
This improvement underscores the benefit of larger dataset

sizes in enhancing accuracy. Additionally, results on manually
tampered or Total-Text tampered datasets show slightly lower
performance, emphasizing the challenges posed by real-world
manipulations compared to synthetic ones encountered in
controlled environments.

Limitation: Despite its utility, TextSleuth faces limitations
in its current iteration. The AUC score of 0.64 on the
TextSleuth dataset suggests room for enhancing detection
capabilities in real-world scenarios. While comprehensive, the
dataset may not encompass the full spectrum of scene text ma-
nipulations encountered across diverse contexts. Furthermore,
existing STMD models may not adequately address novel
or sophisticated tampering techniques that evade detection.
The synthetic components of the dataset, though beneficial,
might not capture all nuances of real-world tampering, thereby
limiting model generalizability.

V. CONCLUSION

We address the growing concern of scene text tampering in
digital content, particularly on social media, by introducing
TextSleuth, a specialized dataset for scene text tampering
detection and localization. We establish a new baseline with
state-of-the-art image manipulation detection models to assess
the effectiveness of our dataset. We evaluate this baseline
trained with TextSleuth for detecting various levels of scene
text tampering.

Future Work includes enhancing the effectiveness and
robustness of STMD methods. Expanding the dataset to cover
a wider range of manipulation techniques and real-world
scenarios will improve model generalizability. Developing
more sophisticated algorithms to better handle subtle and
complex manipulations is crucial. Exploring the integration
of multimodal data, such as combining visual information
with metadata and contextual analysis, could provide more
comprehensive detection capabilities.
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