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Abstract
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1 Introduction and motivations

The aim of this paper is to propose a random-coefficient autoregressive model that accommodates
the pricing of assets under the standard present-value relation of Campbell and Shiller (1987) both
according to fundamentals and in the presence of bubbles. To understand the rationale behind our
modeling choice, consider a standard present value model where the price (P;) of a unique asset at
time t depends on the expected discounted (at rate 1+ Ryy1) value of future associated cash flows.
Campbell and Shiller (1987) show that the price of the asset at time ¢ is function of the cash flow

Dy, it generates between ¢t and ¢ + 1 as in:

P+ Dt+1:|
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(1)
where E; [-] denotes the expectation conditional on information available at time t. (1+ Ry41) "
is often referred to as the Stochastic Discount Factor or pricing kernel. The present-value relation

implies that the price can be decomposed into
P =F+ By (2)

where the so called fundamental price F} is defined as the expectation, conditional on information

available at t of discounted future cash flows:
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Ft - Et (3)
and satisfies the usual transversality (non-Ponzi) condition.
In expression (2), B; denotes any process that satisfies the following “conditional exuberance”

condition

Bt:Et|: Byt ]
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There exist solutions to this condition for which B; exhibits exponential growth and can be labeled
as “bubbles”, see inter alia, Blanchard (1979), Blanchard and Watson (1982), Hamilton (1986),
West (1987), Evans (1991), Abreu and Brunnermeier (2003), see Lansing (2010) for a recent

overview. Many of the proposed models can be represented as
By = aiBi—1 + (5)

where 7, is a martingale difference sequence and e.g. a; > 1 while the bubble lasts and a; = 0 when
it bursts (in Blanchard and Watson, 1982, a; = £ with probability 7 € (0, 1) and zero otherwise).
It is often assumed that it is the presence of deterministic breaks or regime switches that governs
the inception and termination of bubbles (see e.g. Campbell et al., 1996, and references therein).
Diba and Grossman (1988b) conduct a thorough analysis of the causes of the emergence of a bubble
of the form (5).

The literature has provided several techniques to test for the presence of a bubble, see Glirkaynak
(2008) for an overview. They fall into two categories. The first relies on the link between the fun-

damental price P; and the cash flow D;. Systematic deviations between (functions of) the two are



seen as indicative of the presence of a bubble. This is the spirit of the tests by West (1987) and Diba
and Grossman (1988). Kenneth West uses a Haussman test for the difference of two estimators,
thus testing both model misspecification and the presence of a bubble. Diba and Grossman resort
to testing the null of cointegration between P; and Dy, i.e. the null of the absence of a bubble. This
approach has been criticized by Evans (1991) as it is not robust to periodically collapsing bubbles.
Several authors have attempted to tackle the resulting size distortions, see inter alia Taylor and
Peel (1998) and Van Norden and Vigfusson (1998) who allow for regime switching.

The other type of tests that has been proposed, and that is closer in spirit to our approach, only
rely on testing whether prices (possibly log prices) are integrated of order 1 against an alternative
that the first difference is not stationary. This approach relies on the idea that bubbles are ‘more
explosive’ than stochastic trends and that the latter are in line with fundamental pricing. This also
corresponds to the model of bubbles as ‘charges’ of Gilles (1989) and Gilles and LeRoy (1992). The
null of the absence of a bubble can therefore be tested by a simple unit root test. Peter Phillips,
Jun Yu and several coauthors have proposed in a stream of papers (see inter alia Phillips, Wu and
Yu, 2011, and Phillips and Yu, 2009; respectively PWY and PY henceforth) to perform recursive
Dickey-Fuller tests, where right-tailed rejection is indicative of a bubble. To estimate the inception
and termination of the bubble, when the latter has been detected, these authors adapt the test
size to the number of observations. They compute critical values using the distributions derived by
Phillips and Magdalinos (2007, PM henceforth) under the assumption of a locally explosive root.
This relies implicitly on the null that the process experiences deterministic breaks at the inception

t1 and burst t5 of the bubble, as in its simplest version:

Y =Yl {t <ty ort>ta}+0ry—11{t1 <t <ta}+es
c
To’

The Phillips-Yu approach has several advantages: (i) being univariate, it avoids the need to specify

S =1+ c>0, ac(0,1)

a structural model referring to the fundamentals; (éi) it is simple to use since it relies only on
Dickey-Fuller tests and (iii) relying on functional central limit theorems, it is robust to short-run
specification and powerful in the presence of a low magnitude or periodically collapsing bubble.
Unfortunately, the methodology presents several drawbacks: (i) referring to deterministic breaks
implies some trimming of observations at the beginning and end of the sample and does not allow
for estimation of a unique model over the whole sample; also the deterministic breaks are not
forecastable and so the timing of the bubble can only be made ex-post. This also implies that the
estimators of (¢1,t2) are biased. Also, (i7) the univariate setting relies on log linearization of the
present-value model as in Campbell and Shiller (1988); this approximation introduces the discount
rate as a function of the average dividend-price ratio. In the presence of bubbles, this average does
not correspond to well defined population moments. Finally, (#i7) the magnitude of the bubble
is not related to its estimation whereas it seems intuitively important to tie the detection to the
observed or estimated magnitude.

Specifying that the autoregressive coefficient is stochastic, this papers nests the Phillips-Yu
models and alleviates some of the drawbacks mentioned above. We can draw inference on the whole
sample and there is no need to resort to rolling/recursive windows to test the presence of a bubble

and estimate its magnitude. In particular, there is no need to consider bubbles with a duration
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The emergence of the bubble relates to the value taken by the stochastic discount factor, hence

of small infinity, i.e. of order O( ) in PWY. Also, we can do away with loglinearization.
improving the structural interpretation.

The remainder of the paper is as follows. In section 2, we provide a random-coefficient au-
toregressive process (RCAR) with loca-asymptotic parameterization. We then derive in section 3
the asymptotic properties of the process and parameter estimators. Section 4 presents the method
of inference that we propose and simulations show their validity. We apply our methodology in

section 5 to inference on the dynamic properties of U.S. house prices.

2 The model

The model we study in this paper belongs to the class of random-coefficient autoregressive (RCAR)
models and is similar to those proposed and studies by Andel (1976), Nicholls and Quinn (1982),
McCabe and Tremayne (1995) and Granger and Swanson (1997):

Yo = ptYs—1+m, t=1,--- 1] (6)

where 7, is assumed to be i.i.d. N (O, 02) and p; to be a nonnegative covariance stationary process.
The RCAR model (6) is known (see Nicholls and Quinn, 1982, and Aue, Horvath and Steinebach,

2006) to admit a strictly non-anticipatory stationary solution if and only if

E [log |p]] <0 (7)
and a covariance stationary solution if

Efp] <1. (8)

This model has a long pedigree in the econometric and statistical literatures. It has been studied
for two main purposes.

First, it is a flexible model that nests the standard AR(1) and where the unit root hypothesis can
take several forms: E[ps] = 1, or E[p7] = 1, see Granger and Swanson (1997) for a discussion. Sev-
eral authors have proposed to perform tests of the unit root hypothesis using Lagrange-Multiplier
tests within the RCAR model, see Leybourne, McCabe and Tremayne (1996), Hwang and Basawa
(2005), Distasio (2008) and Aue and Horvath (2011). When E[p?] > 1, Hwang and Basawa (2005)
denote this model an Explosive Random Coefficient Autoregressive model (ERCA) and study pro-
cesses such that E[p?] > 1 and E[log|p,]] < 0 (which are strictly stationary but do not possess
finite second moments).

Second, expression (6) implies that y; exhibits conditional heteroskedasticity: assume p; ~
iid (p,072) then

Eyelye—1] = pyi—1,  Var[ylp—1] = ooyi | + o)

see inter alia Tsay (1987), Yoon (2002), Hwang and Basawa (2005), Ling and Li (2006), Francq,
Makarova and Zakoian (2008) and Rahbek and Nielsen (2012). These authors, as well as others



have also proposed functional forms that differ from (6) and that belong to the classes of double-
autoregressive or bilinear processes.

Here we follow Aue (2008) and deviate from the existing literature on RCAR a la Granger-
Swanson in the sense that we assume that both the expectation and variance of p; are very close
to unity: we model the moments using extensions to standard local-asymptotic frameworks so
that as T — oo (E[pr],V[pr]) — (1,0). This framework builds on Bobkoski (1983), Chan and
Wei (1987), Phillips (1987) and more recent work of Giraitis and Phillips (2006), PM , PWY, and
PY). We parameterize the distribution of p; to ensure that its realizations take the form of local
deviation from a unit root, possibly on the explosive side. The process we consider are formally
defined as triangular arrays as the distribution of y;, for t < T, is parameterized using the actual
sample size T.

Throughout the paper, we make the following assumption.

Assumption 1

¢ + AT/, } ivid.

Pt = exp { Ta with w ~ N(0,1) 9)

where (¢, A, ) € R x Ry x (0,1), and where u; and 1, are mutually independent.

Under assumption (9), the expectation of p is E [p] = exp {(¢ + $A?) /T°} and its variance
satisfies V [ps] = exp{Q%V} (exp {%—z} - 1) = %—i + O (T72*). So p; admits the following

stochastic expansion:

A A2
Pt = E [Pt] + mut + 27_,7& (U? — 1) + Op (T72a) (10)

It follows that the conditions (7) and (8) for strict and covariance stationarity write under assump-
tion (9):

E[loglptl}:%<0@¢<0
+ \?
E[pf] exp{2¢Ta }<1<ﬁ>¢+)\2<0

We also notice the condition
1o
E [p] <1@¢+§/\ <0

which will be of interest to us.

The moderately explosive processes of PM and PY are obtained when considering A = 0. The
difference here is that p; € [0,00): the autoregressive coefficient is allowed over time to enter the
mean reversion region (0, 1), to be close to unity and to lie on the explosive side (1, 00). The model
deviates non-trivially from that of Aue (2008) in that we allow for a greater role played by the
stochastic variation in p; : in his setting, E [p;]—1 = O (T~*) with o € (1/2,1) and V [p;] = 0 (T })
which implies that p; — E[p¢] lies in a much tighter neighborhood of unity and so does not impact
the explosiveness of y; : E [p?| = 2E [p,] — 1+ O (T~2%) so the conditions E [p?] < 1 and E [p;] < 1

are asymptotically equivalent. This differs from our setting which allows for richer dynamics. We



rule out the assumption of fixed (non-local) parameterization, i.e. & = 0. An empirical analysis of
the RCAR with E [p;] > 1 and non-local parameters was made by Charemza and Deadman (1995)
in the context of periodically collapsing bubbles (see also, Aue and Horvéth, 2011, and Wang and
Gosh, 2009). We show here that, following the recent work by P. C. B. Phillips and his coauthors,
the introduction of a local-asymptotic framework yields benefits.

In order to show the sort of dynamics the model generates, figure 2 records simulations of the
process over samples of 7' = 1000 observations using two sets of draws of (u,7:). Exuberant
periods become clearly more pronounced and explosive as ¢ increases or « decreases. For a = 1,
the processes exhibit near-unit roots as in Phillips (1987 ) and no type of what could be called a
“bubble” seems to appear visually. As « decreases, some bubbles appear. Some local explosive
pattern appears and disappears alternatively. Although, by visual inspection, some draws seem
to exhibit volatility clustering (random draw 1, left column), this is generically not an observed

pattern (see random draw 2).

3 Asymptotic properties

In this section, we derive asymptotic properties for the RCAR model defined in (6) and assumption
(9) that will be useful when building hypothesis tests in the next session. Proofs are given in the
Appendix.

First, the following proposition provides a Functional Central Limit Theorem for the model.

Proposition 1 Let the process y; be defined for t >0 as in (6)-(9), with yo = 0.
Forr e [O,Tl_a] and as T — oo, it holds

T

T~/ oy = Kpr (r) = / exp {(r — $)6 + A (W, — W,)} dBy
0

where W, B are two independent standard Brownian motion such that, for (s,v) € [0, 1]2 ,

[sT] [vT]

T-1/2 (ZH w0t 3 m) = (W, B.),

[[] denoting the integer part.
Corollary 2 The limiting process Ky » (r) rewrites as
)\2 T T
Ky (r) = Jg(r) — erotAWr <2/ XsYsds — )\/ XSYSdWs> (11)
0 0

where the Ornstein-Uhlenbeck process Jy(r) = f(; e"=9)%dB, is the limit of T*O‘/zy[rTa] when p; is
nonstochastic (A = 0) as in PM, and where (X,Y,) = (e W+, 79" J, (v)) .

The process Ky » (r) defined in Proposition 1 is distributed as

Kgx(r)~N (0"772;/ 62(¢+A2)Sds> , forrel0,T'7¢]
0
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Figure 1: Simulated realizations from the model of autoregressive conditional exuberance for dif-

ferent parameter values.



2(p+22)r
where the integral for 2(0+N%)s gg — % if ¢+ A2 # 0 and is equal to r otherwise. It shows

that the parameter
c=¢+ N (12)

plays a major role for the asymptotics of the process: if ¢ < 0, then Ky » (r) admits a stationary

version given by

. N o2
K (r)=e"Kj,(0)+ Ky (r) with Kg,(0)~N <(), _;10>

whereas it is not the case for ¢ > 0. Hence several cases arise since

0, (T%) if ¢<0
yr = 0, (%) it c=0
O (T °T%) it >0

Equation (11) shows how the stochastic nature of the autoregressive coefficient modifies the
asymptotic distribution of y;. In addition this formulation may be useful for efficient computing of
the Monte Carlo simulations.

We are interested in studying the properties of the OLS estimator p in the regression of y; on
y;_1. For this purpose, we introduce the following random variables.

If A2 < ¢, let X =/2(¢— A)oy, ! [[¥ e ?*"*WedB, which is distributed N(0,1). If \* > ¢, X is
not defined but we introduce instead X* ~ N (0,1) such that , when T'— oo, X%, _, = X*, with

Tlfa
Lo AR gl (T [T s gB, i A2 650
T« a;lel_Ta fOTl_a e~ (@AW g B if AM=¢

Similarly, we define the following random variables:

l—a

Tl—a Tlfot
(Zpi-a,Yp1-a,Vpi-a) = </ 2T AW gy a;l/ e, / e¢r+>‘WrdW7.>
0 0 0

satisfying, as T — oo,

( i Yo Vit o

E(Zri-a)’ VVar Ypia) /Var (VTIa)) = (ZYV)

Y,V being independent standard normal random variables and Z a random variable with unit
expectation (see Matsumoto and Yor, 2005, theorems 7.2 and 7.4(ii)). When A = 0, Z = 1 with

probability one. We now state our main result.

Theorem 3 Let the process (y:) be defined as in (6) under assumption (9) for t > 0, with yo = 0.

The OLS estimator p in the regression of y; on y;_1 satisfies the following properties as T — oo:



T2 (p—E(pr)) = N (0,302 — 2¢)
T7= (p—p) = N(0,-2¢)

1ta o
T2 (0= p) = V2035

e ifc=0 and A#0: e
{ T~ NT (5 E [py]) =

1V
27

o ifc>0 andif
2\pl—a ,__
1ol (5= ) = 2/ = M

l—a , A2
T (- Elpd) > AEESY
N =g TSN (G- p) > 5y

- . l—a 2ml—a 2

TN G-Elal) > 25 Y
2pl—a
TN T " (p—pt) = QMX}:Z
l—a 2
Ta/206T (p—E[/)t]):> o+X° VvV

Joroe Z

In all parameter combinations, we provide two asymptotic results for p — p; and p — E [p].

N <o

A > 6

This shows how the stochastic nature of the autoregressive parameter affects the properties of the
estimator. The asymptotic distribution of p — p; is here comparable to the results of PM where ¢
(the only localizing parameter since they assume A = 0) is here replaced with ¢. When ¢ < 0, the
presence of the stochastic root does not affect the asymptotic normality of p. The only difference
in this case is that \ # 0 leads to higher variance.

By contrast, when ¢ > 0 the results above differ from those of PM. First when ¢ = 0, the presence
of nonzero A implies that p— p; does not converge at a rate O, (T) as in the standard unit-root
setting (since ¢ = 0 and A = 0 imply that p; = 1). The theorem shows that that the estimator p is
not consistent for its expectation in only one case, when ¢ = 0 and A # 0 so E [p;] = 1 but p; # 1.1
The presence of a stochastic coefficient p; implies for all cases where ¢ > 0 that the asymptotic
distribution contains a factor 1/Z that disappears when A = 0. This is the main impact of A # 0
on the asymptotic distribution of p — p; which is otherwise similar to that in PM.

The asymptotic distribution of p—E [p:] is notably different in that p; — E [p;] is the determining
element that drives the results. The distribution does not depend on B and defined as the ratio of
two uncorrelated variables driven by W.

In the next section, we show how theorem 3 can be used to conduct inference on model param-

eters.

4 Inference

4.1 Confidence Sets

The DGP we consider uses a local-asymptotic parameterization and it is well known that localizing

parameters may not be consistently estimable using standard techniques (see Phillips, 1987).2

IThis result which holds even in the fixed-parameter case where a = 0 does not seem to have been established

in the literature.
2We hence rule out nonlinear extensions to the Kalman filter and the particle filter.



Yet, these are the parameters of interest, and the key assumption we want to test is whether
(¢, A) # (0,0), i.e. whether the market price differs from its fundamental.

To conduct inference, we resort to the standard technique that consists in inverting a test
statistic. There exists now a significant literature where such an approach is used for inference in
the near-unit root framework (originated from Stock, 1991). This technique is also common in the
context of weak instruments where there exists no fully robust estimation method, but robust tests
can be constructed (see Anderson and Rubin, 1949, Dufour, 1997, and Staiger and Stock, 1997).
Papers that discuss the mechanics of the inversion of robust tests to form confidence sets include
Zivot, Startz, and Nelson (1998), Dufour and Jasiak (2001), and Dufour and Taamouti (2005), for
a general overview see Andrews and Stock (2005) and references therein.

The technique relies on introducing a scalar function 7y r (a test statistic) of Yr = (v, ..., yT)'
that satisfies

To,T (YT) = Tp (Y) (13)

with 6 = (qb, )\,ag,yo)/ € O. Under the null Hy : 8 = 6y, Stock (1991) constructs asymptotic
(1 — ¢) % confidence sets as ©* C O consisting of the values 8* which are not rejected by 79+ v (Y1)
at size p. The finite sample corrections of Andrews (1993), Hansen (1999) and the two-sided
Romano and Wolf (2001) have been shown by Mikusheva (2007, see also 2012) to be valid also.
Elliott and Stock (2001) discuss it and refine it, using the Elliott, Rothenberg and Stock (1996)
unit-root test. In this setting, the least rejected parameter 6* may constitute a biased estimator of 6
but median-unbiased estimation is feasible under the weak convergence assumption, provided that
the quantile function is monotonic (Stock, 1991, Andrews, 1993, 1994). When 7 is a continuously-
updated GMM statistic, 8* can be seen as the continuously updated estimator (see Stock, Wright
and Yogo, 2002) and it inherits its properties.

Here we conduct inference under the null

HO : (¢7>\) = (QSO;AO) .

Since y¢ — En, [pr] y1—1 = (pt — Em [pT)) Yt—1 + Mt = 01, we use the moment condition:
Cov (y: — Em, [pT] Yt—1,9:-1) = 0

Ho

The test we choose for simplicity follows the pseudo Dickey-Fuller autoregression

Y — Eng [pr] ye—1 = Bys—1 + 1 (14)

and we set 797 to be the OLS estimator E scaled by the asymptotic rate given in theorem 3.
Confidence sets are obtained by grid search over all possible values of (¢, A) . The parameter af, is
a scaling that does not affect the asymptotic distribution of E so we may fix it to unity. Also, « is
not identified using the method above so we fix it also, to 1/2 in the empirical application.
Alternative test statistics have been proposed in the literature: the locally best invariant
Lagrange-Multiplier test of Leybourne et al. (1996) which was modified by Distaso (2008) was
shown in its original version not to be consistent under the unit root hypothesis against explosive

alternatives (see Nagakura, 2009) so we do not use it although we have not analyzed its modified

10



version. Also, Aue and Horvath (2011) propose a Quasi-Maximum Likelihood Estimator that is
consistent for (E [p;],V [p:]) conditional on knowing o72. Since B above is scale invariant, the latter
seems preferable to us. Also Hwang and Basawara suggest a weighted least-squares estimator of
E [p:] that is consistent (and asymptotically equivalent to the QMLE of Nicholls and Quinn, 1982).
Yet, a test based on this estimator requires estimating V [p;] and 0727 in a first-step. Estimators
thereof where suggested by Schick (1996), under the assumption of covariance stationarity but the
properties of these when y; is explosive are not established. Also, in the context of near-integrated
AR(1) models, Jansson and Moreira (2006) recommend a Likelihood Ratio test, see also Miiller
(2011).

4.2 Evaluation
4.2.1 Power

The 79,7 statistic from the pseudo Dickey-Fuller regression was chosen above for its simplicity,
but it may not be the most efficient. A significant issue here concerns the powers of the test. In
the spirit of PWY, it may seem natural to perform a one-sided right-tail test for Hy since the
alternative we consider is that of bubbles. Yet, as the sign of parameter A is not identified — so
we have assumed it positive — the right-tail test holds very little power to reject Ay = 0 under the
alternative that A # 0. By contrast a two-sided test is much more powerful.

To assess the power of the inference technique that we propose, figures 3,2 and 4 report, for a
given value of E [p;] = p, the asymptotic rejection probabilities of the null Hy : (¢, A) = (T*log p, 0)
at the nominal size of 10% under the alternative (¢, \) which preserves E [p:] = p (this is indexed
by A). Each figure considers a different value of « € {1/4,1/2,3/4} .

Starting with figure 2 where o = 1/2, we see that our method of inference only rejects the null
of a non-stochastic root with a high probability when X is large or ¢ + A?/2 > 0, i.e. E[p;] > 1.
Highest power is achieved when A is large, close to unity with ¢ close to zero, i.e. when the source
of explosiveness is stochastic, not deterministic. Notice that as ¢ + A\2/2 increases, the rejection
probabilities converge to values in the range 0.40-0.50. This confirms the analysis by Evans (1991)
that stochastic bubbles, being non-permanent by nature, can be difficult to detect even when their
magnitude is large.

Now figure 3 considers the case where a@ = 1/4, which we have shown in the simulations of
section 2 to generate more explosive patterns. Correspondingly, the proposed technique is even
more capable of rejecting the incorrect null of a nonstochastic autoregressive coefficient when the
autoregressive root is close to unity, i.e. ¢ + A\?/2 =~ 0. Yet, rejection probabilities remain low for
® + A%2/2 < 0 and stabilize at around 0.50 when ¢ + A\2/2 > 0. Finally, figure 4 presents the case
where v = 3/4 and we then see that the power is very low at all values, unless A is large. This
shows that for large values of «, the resulting dynamics may not differ significantly enough from
an AR(1).

11
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Figure 2: Rejection probabilities at the nominal size of 5% corresponding to the null Hy : (¢, \) =
(¢0,0) under the alternative that the process follows a random coefficient autoregressive model

with E[p:] = exp (¢poT ). The value of oo = 0.50.
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Figure 3: Rejection probabilities at the nominal size of 5% corresponding to the null Hy : (¢, \) =
(¢0,0) under the alternative that the process follows a random coefficient autoregressive model

with E[p:] = exp (¢poT ). The value of o = 0.25.
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Figure 4: Rejection probabilities at the nominal size of 5% corresponding to the null Hy : (¢, \) =
(¢0,0) under the alternative that the process follows a random coefficient autoregressive model
with E[p:] = exp (¢poT ). The value of o = 0.75.
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4.2.2 Monte Carlo: finite samples

We now provide a short evaluation of the finite sample probability coverage of confidence intervals.
Contrary to the issue of power in the previous section, Monte Carlo simulations show that the
two-sided intervals have very poor probability coverage but that one-sided intervals against an
explosive alternative perform reasonably. Table 1 reports the simulated finite sample (7' = 300)
coverage probability of 95% confidence intervals constructed using the asymptotic distribution
under o = 1/2. The table shows that the asymptotic distribution is only correct for negative ¢
and A is large (above unity). When ¢ < 0, and X is low, the confidence sets are too narrow.
When ¢ > 0, the test is liberal and the confidence intervals too wide when A\ is low; the test is
conservative and the intervals too narrow (even empty) when A is large. Unreported simulations
show that confidence intervals at a lower nominal probability behave accordingly.

The method of asymptotic inference that was introduced by Stock (1991) was modified by
Hansen (1999) who recommend the use of a so called grid bootstrap. Such bootstrap aims at
replacing the use of the asymptotic distribution (13) by the finite-sample bootstrap distribution
whose critical values can be obtained by repetitive sampling from the empirical distribution of the
errors v; = Yy —Ep, [pr] y+—1 (which are observed under Hy). Given the possible strong dependence
in gy, it is important to correct the standard bootstrap. We used for this purpose the Maximum
Entropy bootstrap (see Vinod, 2006) which is known to perform well in the presence of strong
dependence.

Noticing that

A A2

= | Tar2 ug + T (“? - 1) + 0O, (TﬁQa) Y1+ 0

Ut

is asymptotically serially uncorrelated, it appears possibly sufficient to use a boostrapping technique
that is immune to heteroskedasticity, such as the wild bootstrap. The lower rows of table 1 show
that when ¢ > 1, the bootstraped confidence intervals are better when A is large. So we use it also

in the empirical applications.

5 Application to Housing Prices

We follow Campbell and Shiller (1987) in assuming that the cash flow D; is integrated of order 1,
and, for simplicity, that it follows a random walk Dy = D;_1 + (;, with (; white noise. We also
assume that Ry is i.i.d. stationary and independent of D;. This implies that, F; = %Dt where
R < oo satisfies (1 + R)fl =E [(1 + Rt)fl} . Under the simplifying assumption that the ex-post

—1 is constant and equal to R, the present-value relation (1) then admits

Pip1+D
return ry4q = %

the solution (with minimal number of state variables, see McCallum, 1983)

AP, = (14 (1—8)R+06R,)AP,_1 — G (15)

for some ¢ € [0, 1] (see derivation in the appendix). Bubbles occur when (1 — ) R+ 0R; > 0.
We apply our methodology to the seasonally adjusted monthly Case-Shiller housing market
price index maintained by Standard and Poor’s (288 observations). The series is presented figure

5: the price exhibits sustained growth over the 1987-2005 period followed by a sharp collapse. The
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Finite Sample probability coverage for a nominal 95% Confidence Interval

A= 0 0.1 0.2 0.3 0.5 1 1.5 2
Asymptotic Distibution
¢ =-0.2 097 097 098 096 0.93 097 0.98 0.98
-0.1 094 094 092 090 093 097 0097 0.98
0 094 079 084 0.89 092 095 0.95 0.95
0.1 1.00 1.00 1.00 1.00 1.00 0.00 0.00 0.00
0.2 099 1.00 1.00 1.00 1.00 0.00 0.00 0.00
0.3 0.98 1.00 1.00 1.00 1.00 1.00 0.00 0.00
0.4 0.96 1.00 1.00 1.00 1.00 1.00 0.00 0.00
Standard Bootstrap
¢ =-0.2 1.00 1.00 1.00 1.00 0.93 0.98 0.98 0.98
-0.1 1.00 1.00 1.00 1.00 0.93 0.97 0.98 0.98
0 1.00 0.99 098 096 095 0.96 0.97 0.98
0.1 1.00 1.00 1.00 1.00 1.00 0.95 0.96 0.97
0.2 1.00 1.00 1.00 1.00 1.00 0.95 0.96 0.98
0.3 1.00 1.00 1.00 1.00 1.00 0.94 0.96 0.97
0.4 1.00 1.00 1.00 1.00 1.00 0.93 0.96 0.96
Normal Wild Bootstrap
¢ =-0.2 1.00 1.00 1.00 1.00 0.93 0.97 0.98 0.98
-0.1 1.00 1.00 1.00 1.00 0.94 0.97 0.98 0.98
0 1.00 099 097 097 096 097 0.97 0.98
0.1 1.00 1.00 1.00 1.00 1.00 0.98 0.97 0.98
0.2 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.97
0.3 1.00 1.00 1.00 1.00 1.00 1.00 0.96 0.97
0.4 1.00 1.00 1.00 1.00 1.00 1.00 0.99 0.97
Maximum Entropy Bootstrap
¢ =-0.2 1.00 1.00 1.00 1.00 0.93 0.99 0.98 0.98
-0.1 1.00 1.00 1.00 1.00 094 0.97 0.98 0.98
0 1.00 1.00 1.00 0.99 0.97 0.96 0.97 0.98
0.1 1.00 1.00 1.00 1.00 1.00 0.96 0.97 0.98
0.2 1.00 1.00 1.00 1.00 1.00 0.94 0.96 0.97
0.3 1.00 1.00 1.00 1.00 1.00 0.94 0.96 0.96
0.4 1.00 1.00 1.00 1.00 1.00 0.94 0.95 0.96

Table 1: Simulated Finite Sample Probability Coverage of one-sided confidence intervals at an
asymptotic nominal probability of 0.95, together without distributions obtained using the standard,
Gaussian wild, and Maximum Entropy bootstraps. The simulated sample size is 7' = 300 with
a=1/2.
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Figure 5: The seasonally adjsuted monthly Case-Shiller Housing price index for the United-States
(P;) and its first-order difference AP;.

figure shows that the difference in prices seem to exhibit patterns similar to those that arise under
model (6)-(9). RCAR models such as (6) have also been used in the literature for the price level or
log price of an asset, see e.g. Leybourne, McCabe and Mills (1996), Gonzalo and Lee (1998). Yet,
we believe that because the model does not preclude negative values of the process, it is better
suited for differences, since differencing an explosive process does not remove the explosive root.

The model is applied to the solution to the present value model, expression (15), using the
expansion presented in (10). To construct confidence sets, we perform grid searches using uniform
draws of the parameters ¢ € (—1,1) and X € (0,1), setting a = 1/2.3

Figure 6 record parameter draws which were not rejected using the asymptotic distribution
under the null. These parameter values were concentrated around the value ¢ = 0, which we showed
to exhibit maximum asymptotic power. Corresponding statistics are presented in table 5. The least
rejected parameter combination yields for an explosive root E [p;] = 1.07 with (¢, A) = (0.016, 1.58)
so ¢ = ¢+ A? >> 0. Yet the null that the process follows a pure random walk is only rejected at

the 0.12 significance level.

3The reported results in this preliminary version of the paper still use too few parameter draws, namely 1000).
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Figure 6: The figure reports parameter combinations which are not rejected at the .9, .8 and .6

probabilities according to the asymptotic distribution ot the OLS estimator B in expression (14).
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61

Test

Least Rejected Confidence Interval
(¢,A) = (0,0)
p [pvalue] (p,\)" 0.90 0.80 0.60 poalue
—0.016,1.58 A:[0,1.58 A:[0.11,1.58 A :[0.58,1.58
Asymptotic  0.972 [0.738] ( ) ! ] ! ] ! ] 0.112
E[p{] =1.076 ¢ :[—0.016,0.085] ¢ :[—0.016,0.085] ¢ :[—0.016,0.020]
Bootstrap
—0.93,1.06 A [—0.040,1.41 A [—0.035,1.37 A [—0.028,1.22
Wild bootstrap 0.972 [0.99] ( ’ ) | ’ ] [ ’ } [ } 0.246
E[p{] =0.978 ¢ :[~1.00,0.085] ¢:][-1.00,0.00]  ¢:[-0.98,—0.077]
—0.99,0.026 A:]0,0.51 A:]0,0.51 A :0.026,0.026
Mazx. Entropy  0.972 [0.42] ( ) [ ] [ } [ ] 0.000
E[p{] =0.943  ¢:[-1.00,—0.80]  ¢:[-1.00,—0.88] ¢ :[~0.99,—0.99]

Table 2: The table reports statistics regarding inference on the dynamics of house prices. pvalues were computed under the null of the least rejected

parameter values.



Figures 7 and 8 together with the lower part of table 5 present the inference results under
the wild (standard normal) bootstrap and the maximum entropy bootstrap of Vinod (2006). The
confidence sets under the bootstrap and Maximum entropy methods are much different from the
asymptotic, in that they are much wider and centered on negative values of ¢. According to the
Wild bootstrap, most values such that E[p;] < 0 cannot be rejected. The maximum entropy

bootstrap by contrast yields confidence sets which cover only very negative values of ¢.

Conclusion

The paper aims also to provide an empirical application to validate the model of local-asymptotic
RCAR and show its applicability. On a theoretical side, it seems important to relax the assumption
that wu; is i.i.d. since the latter is unlikely to hold in practice. Some persistence in the stochastic
discount factor is indeed expected.

The empirical application we present here needs to be assessed further. In particular, it seems
important to assess the properties of the bootstrap techniques. In turn, inference about the
parameters (¢, A) will allow to draw conclusions about the probabilities that bubbles appear or

terminate.

References

Abreu, D. and M. K. Brunnermeier (2003). Bubbles and crashes. Econometrica 71(1), 173-204.

Andel, J. (1976). Autoregressive series with random parameters. Math. Operationsforsch. u.
Statist. 7, 735-41.

Anderson, T. W. and H. Rubin (1949). The asymptotic properties of estimates of parameters of a
single equation in a complete system of stochastic equation. Annals of Mathematical Statistics 21,
570-582.

Andrews, D. W. and J. H. Stock (2005). Inference with Weak Instruments. NBER Technical

Working Papers 0313, National Bureau of Economic Research, Inc.

Andrews, D. W. K. (1993). Exactly median-unbiased estimation of first order autoregressive/unit
root models. Econometrica 61(1), 139-65.

Aue, A. (2008). Near-integrated random coefficient autoregressive time series. Econometric The-
ory 24(05), 1343-1372.

Aue, A. and L. Horvéth (2011). Quasi-likelihood estimation in stationary and nonstationary

autoregressive models with random coefficients. Statistica Sinica 21, 973-999.

Aue, A., L. Horvdth, and J. Steinebach (2006). Estimation in random coefficient autoregressive
models. JOURNAL OF TIME SERIES ANALYSIS 27(1), 6176.

20



o~
[ —— 0+ A22=0 — ¢+ A2=0
e o-2A2=0
’f(‘# | | | | |
(21.)0 0.2 0.4 0.6 0.8 1.0
~r —— 0+ 2%2=0 — ¢+ AZ=0
e 0-22=0
~ J:+ + + —A ﬁ T +F
* T e PL
4, +$+#+ N , +#+:++++ hg R + ++++++ o jjﬁ%ﬂ
oi + * R o | ;r+l**+ B | | | \ |
60 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0
N q) —— 0+A%2=0 — ¢+ AZ=0
e 0-22=0
02 04 06 08 10

Figure 7: The figure reports parameter combinations which are not rejected at the .9, .8 and
.6 probabilities according to the distribution ot the OLS estimator B in expression (14). The

distribution of B was computed using the wild Bootstrap with standard normal weights.

21



-08 06 -04 02 00 02 04 06 0.8 10

0.2 0.4 0.6 0.8 1.0

L — $+ %g/g():o — 0+22=0

-0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0

Figure 8: The figure reports parameter combinations which are not rejected at the .9, .8 and .6
probabilities according to the asymptotic distribution ot the OLS estimator E in expression (14).
The distribution of 3 was tabulated using the Maximum Entropy bootstrap of Vinod (2006).

22



Blanchard, O. and M. Watson (1982). Bubbles, Rational Expectations and Financial Markets.
In P. Wachtel (Ed.), Crises in the Economic and Financial Structure, pp. 295-316. Lexington
Books.

Blanchard, O. J. (1979). Backward and forward solutions for economies with rational expectations.

American Economic Review 69, 114-118.

Bobkoski, M. (1983). Hypothesis testing in nonstationary time series. Unpublished PhD thesis,

Dept. of Statistics, University of Wisconsin, Madison.

Campbell, J. Y., A. W. Lo, and A. C. MacKinlay (1996). The Econometrics of Financial Markets.

London: Princeton University Press.

Campbell, J. Y. and R. J. Shiller (1987). Cointegration and tests of present value models. Journal
of Political Economy 95, 1062—1088.

Campbell, J. Y. and R. J. Shiller (1988). The dividend-price ratio and expectations of future
dividends and discount factors. Review of Financial Studies 1(3), 195-228.

Chan, N. H. and C. Z. Wei (1987). Asymptotic inference for nearly nonstationary AR(1) processes.
Annals of Statistics 15(3), 1050-1063.

Charemza, W. W. and D. F. Deadman (1995). Speculative bubbles with stochastic explosive roots:
The failure of unit root testing. Journal of Empirical Finance 2(2), 153-163.

Diba, B. T. and H. Grossman (1988a). Explosive rational bubbles in stock prices? American
Economic Review 78(3), 520-530.

Diba, B. T. and H. I. Grossman (1988b). The theory of rational bubbles in stock prices. Economic
Journal 98(392), 746-54.

Distaso, W. (2008). Testing for unit root processes in random coefficient autoregressive models.
Journal of Econometrics 142(1), 581 — 609.

Dufour, J.-M. (1997). Some impossibility theorems in econometrics with applications to structural
and dynamic models. Econometrica 65(6), 1365-1387.

Dufour, J.-M. and J. Jasiak (2001). Finite sample limited information inference methods for struc-
tural equations and models with generated regressors. International Economic Review 42(3),
815-43.

Dufour, J.-M. and M. Taamouti (2005). Projection-based statistical inference in linear structural

models with possibly weak instruments. Econometrica 73(4), 1351-1365.

Elliott, G., T. J. Rothenberg, and J. H. Stock (1996). Efficient tests for an autoregressive unit
root. Econometrica 64(4), 813-36.

Elliott, G. and J. H. Stock (2001). Confidence intervals for autoregressive coefficients near one.
Journal of Econometrics 103(1-2), 155-181.

23



Evans, G. W. (1991). Pitfalls in testing for explosive bubbles in asset prices. American Economic
Review 81(4), 922-30.

Francq, C., S. Makarova, and J.-M. Zakolan (2008). A class of stochastic unit-root bilinear pro-

cesses: Mixing properties and unit-root test. Journal of Econometrics 142(1), 312-326.

Gilles, C. (1989). Charges as equilibrium prices, and asset bubbles. Journal of Mathematical
Economics 18, 155-167.

Gilles, C. and S. F. LeRoy (1992). Bubbles and charges. International Economic Review 33(2),
323-339.

Giraitis, L. and P. C. B. Phillips (2006). Uniform limit theory for stationary autoregression.
JOURNAL OF TIME SERIES ANALYSIS 27(1), 5160.

Granger, C. W. J. and N. R. Swanson (1997). An introduction to stochastic unit-root processes.
Journal of Econometrics 80(1), 35-62.

Giirkaynak, R. S. (2008). Econometric tests of asset price bubbles: Taking stock. Journal of
Economic Surveys 22(1), 166-186.

Hamilton, J. D. (1986). On testing for self-fulfilling speculative price bubbles. International
Economic Review 27(3), 545-52.

Hansen, B. E. (1999). The grid bootstrap and the autoregressive model. The Review of Economics
and Statistics 81(4), 594-607.

Hwang, S. Y. and I. V. Basawa (2005). Explosive random-coefficient ar(1) processes and related

asymptotics for least-squares estimation. Journal of Time Series Analysis 26(6), 807-824.

Jansson, M. and M. J. Moreira (2006). Optimal inference in regression models with nearly inte-

grated regressors. Econometrica 74(3), 681-714.

Klebaner, F. (2005). Introduction to Stochastic Calculus with Applications (2nd Edition). Imperial
College Press.

Lansing, K. (2010). Rational and near-rational bubbles without drift. Economic Journal 120,
11149-1174.

Leybourne, S. J., B. P. M. McCabe, and A. R. Tremayne (1996). Can economic time series be
differenced to stationarity? Journal of Business FEconomic Statistics 14(4), pp. 435-446.

Ling, S. and D. Li (2006). Asymptotic inference on a non-stationary double AR(1) model.
Biometrika 95, 257263.

Liptser, R. and A. Shiryayev (1989). Theory of Martingales. Mathematics and its Applications.
Springer.

Matsumoto, H. and M. Yor (2005). Exponential functionals of Brownian motion, I: Probability
laws at fixed time. Probab. Surveys 2, 312-347.

24



McCabe, B. P. M. and A. R. Tremayne (1995). Testing a time series for difference stationarity.
The Annals of Statistics 23(3), 1015-1028.

McCallum, B. T. (1983). On non-uniqueness in rational expectations models: An attempt at

perspective. Journal of Monetary Economics 11, 139-168.

Mikusheva, A. (2007). Uniform inference in autoregressive models. Econometrica 75(5), 1411
1452.

Mikusheva, A. (2012). One-dimensional inference in autoregressive models with the potential

presence of a unit root. Econometrica 80(1), 173-212.

Miiller, U. (2011). Efficient tests under a weak convergence assumption. FEconometrica 79(2),
395-435.

Nagakura, D. (2009). Asymptotic theory for explosive random coeflicient autoregressive models and
inconsistency of a unit root test against a stochastic unit root process. Statistics and Probability
Letters 79, 2476-83.

Nicholls, D. F. and B. G. Quinn (1982). Random Coefficient Autoregressive Models: An introduc-
tion. New York: Springer-Verlag.

Phillips, P. C. B., ; Y. Wu, and J. Yu (2011). Explosive behavior in the 1990s Nasdaq: When did

exuberance escalate asset values? International Economic Review 52, 201-26.

Phillips, P. C. B. (1987). Towards a unified asymptotic theory for autoregression. Biometrika 74 (3),
535-547.

Phillips, P. C. B. and T. Magdalinos (2007). Limit theory for moderate deviations from a unit
root. Journal of Econometrics 136, 115-130.

Phillips, P. C. B. and J. Yu (2009). Dating the timeline of financial bubbles during the subprime

crisis. Working Papers 18-2009, Singapore Management University, School of Economics.

Rahbek, A. and H. B. Nielsen (2012). Unit root vector autoregression with volatility induced

stationarity. Discussion paper, no 12-02, Department of Economics, University of Copenhagen.

Romano, J. P. and M. Wolf (2001). Subsampling intervals in autoregressive models with linear
time trend. Econometrica 69, 1283-1314.

SCHICK, A. (1996). /n-consistent estimation in a random coefficient autoregressive model. Aus-
tralian Journal of Statistics 38(2), 155-60.

Staiger, D. and J. H. Stock (1997). Instrumental variables regression with weak instruments.
FEconometrica 65, 557-586.

Stock, J. H. (1991). Confidence intervals for the largest autoregressive root in u.s. macroeconomic

time series. Journal of Monetary Economics 28(3), 435-459.

25



Stock, J. H., J. H. Wright, and M. Yogo (2002). A survey of weak instruments and weak identi-
fication in generalized method of moments. Journal of Business & Economic Statistics 20(4),
518-29.

Taylor, M. P. and D. A. Peel (1998). Periodically collapsing stock price bubbles: a robust test.
Economics Letters 61(2), 221-228.

Tsay, R. S. (1987). Conditional heteroscedastic time series models. Journal of the American
Statistical Association 82(398), 590-604.

van Norden, S. and R. Vigfusson (1998). Avoiding the pitfalls: Can regime-switching tests reliably
detect bubbles? Studies in Nonlinear Dynamics & Econometrics 3, 1-22.

Vinod, H. D. (2006). Maximum entropy ensembles for time series inference in economics. Journal
of Asian Economics 17(6), 955 — 978.

West, K. D. (1987). A specification test for speculative bubbles. The Quarterly Journal of Eco-
nomics 102(3), 553-80.

Yoon, G. (2003, January). A simple model that generates stylized facts of returns. University
of california at san diego, economics working paper series, Department of Economics, UC San

Diego.

Zivot, E., R. Startz, and C. R. Nelson (1998). Valid confidence intervals and inference in the

presence of weak instruments. International Economic Review 39(4), 1119-46.

Appendix

Proof of Proposition 1

We write, given yg, and setting 1—[;:10 pj =1

t—1 t—1 [i-1
Yy = H Pt—ji | Yo + Z H Pt—j | Me—i

§=0 i=0 \j=0

t t ¢
:<Hpi>y0+z H Pj | M

i=1 i=1 \j=i+1

tT=/2¢ + \S, ! (t =) T~*2p + \(S; — S;)

:eXP{TQ/Q}yO‘FEGXP{ Ta/2 }771'-

We evaluate the increment y; —yo using the blocking method as in Phillips and Magdalinos (2005).
Setting, for t = 1 to T, t = [jT] + k ([z] denoting the integer part of z) for j =0,--- ,[T17%] -1,
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and k=1,---,[T?], and letting k = [pT] for some p € [0, 1], we can write

1 1 T + [pT™ Spira o
To/2 (YyTe)+pre) — Yo) = Ta/2 (eXP { T+ lp }45 + A LTl ] } - 1) Yo +

T T/
U [jTa]f:pTa]eXp { [T +T[pT°‘] - iqﬁ + )\S[J’T“J}[g;] - Si} Mi
i=1 ’ \/OTCTOL
_ ﬁ <exp { 7] ;a[pTa} 5+ ASUT;Z[;T”] } - 1) vo +
U/Oj+p ox { [iT] + [p]:f“aa] - [ST(X]gb N AS[ij]+[11>TT:/]2— Stste] }dBTa(S)

using Proposition Al in Phillips and Magdalinos (2004) in the last equality, where Brpa(s) :=
[sT2)

1
oTe/2 Z -
=1
_ SlsTe]

When applying the FCLT to §T(s) = T (0 < s < 1), we obtain that the process (ST>

Ta

converges in distribution, as T'— oo, to a BM on [0, 1] that we denote by W.

By the same theorem, we can also say that the process (Br«) defined above converges in
distribution , as T — oo, to a BM on [0, 1] that we denote by B and which is independent of W
by assumption on the sequences (u;) and (n;).

Then we can deduce (using e.g. Th.8.3.1 in Liptser and Shiryaev, 1989) that

Jj+p o o] _ o S e o] — Sig7a
/ eXP{UT I+ [PTQ] [T )\ STl | = S ]}dBTa(s)
0 T Te

converges, as T — 0o, to
/T exp{(r—s)¢ +AX(W, = W,)}dBs, with r=j+p.
0
This last integral can be written as
erO AW, /r X,dY, where X,=e s and dY,=e *?dB;.
0

The covariation process of two independent BM being identically 0 (see e.g. Klebaner, 2005,, th
4.19), the stochastic integration by parts reduces to the usual integration by parts formula and

provides
er¢+)\Wr/ X.dY, :/ e(r—s)(deS _er¢+z\WT/ Y.dX, = J¢>(T) _er(b-‘r)\WT/ Y.dX, (16)
0 0 0 0

where Jy(r) = for e(r=#)%dB, which corresponds to the limit obtained in Phillips and Magdalinos
(2005).
Since X, satisfies the SDE dX, = )‘;Xsds — AXdWs, the second term on the RHS of (16) can be

written as

2 T r
eroTAW: (2/ Xssts—/\/ XsstWs) (17)
0 0

with Y, = / e "dB, = e **B, + ¢ / e " B, du.
0 0
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Proof of Thoerem 2

5.0.3 Proposition

We first prove the following:We use the notation Sy, = Zthl y?, Syy = Zle Ye—1M and Syy,, =
T
Dim Yioaue.
Proposition 4 Let the process (y:) be defined as in (6)-(9) for t > 0, with yo = 0. As T — oo
and for x € {yy,yn, yyu}
0;2 z;SI = U,

where (¢7,U,) are defined as follows

i un yyu
T T T

c<0 =2 te V—=2eT—5* %m#

c=0  2(¢- )T+ 2(p— \)T— % 2/6 + 2NZe 2T

c>0
N <o 4 (¢2 _ /\4) e—2¢T' " —2a 2\/¢2 — Ne—cT' “p-a 4 (qb— )\2) ¢+2)\267(c+/\2)T1_“T7%
=g 2(p+A) e 2Tk B (G A2l I TR 9 /g g aaZe ()T e

A2>¢ 4(M—¢?) e~ INTI T =20 9 /NI g2,-20T ey (X2 - ¢) /61 2o (4N =) T~ p—3a/2

and

Uyy Uyn Uyyu
c<0 1 N(0,1) N(0,1)
c=0 X2z XY X2V
c>0
N<¢y X2Z XY X2V
N=¢ X*?2Z X*Y X*2V
A >¢ X*2Z X*Y X*2V

Proof.

Recall that ¢ = ¢ + A\2.

e Casec<0
From Proposition 1, we have
a2 €2c7 -1 5
T y[n"‘T] = Kd;’)\ (7") ~ N 07 Tan

2

Let us introduce K , (1) = e K} , (0) + Ky (1) with K7 , (0) ~ N (O, f;’c) ,

2
so K, (r) ~N (0, —%) and is stationary.
Then

T
T7(1+0‘) Zy? = —
t=1

%
2c
14 T 04
T2 e =N|0,—=2
Zyt 17t ( ) 26)

t=1
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1+2a

The result concerning 23:1 y?_,uy similary follows from the martingale & = T~ "2 y2 juy
4

which admits conditional variance 3),_, E,—q (67) = T2 57 ot | = %. A Lindberg
condition ensures then that

T 4

_ 1420 2 30’77
T 2 Zyt_lut = N (07 402>

t=1
Case ¢ > 0
> Assume A2 < ¢.
Note that under this assumption, X = fooo e~ 5= AWs B, is well defined.
To cover both cases ¢ > 0 and ¢ = 0 given in Proposition 2, we introduce

l1—a

ecn
o W, c>0

¢n1_a - 11—«
n-z c=0

The proof follows the main steps given in Phillips & Magdalinos (2004); hence we keep their

11—«

notation, namely set T'=n and let k,, = n® [nlfﬂ and g =n — [nlfa]; we also assume

w.lo.g. o, =1.

— First let us consider the sample variance. of y;. We can write

n [ =]ty n
1 1 1 _a
@ny:nﬁ > nynamﬁnﬁ D0 ()
t=1 j=0 k=1 t=[rn]

=Un + Uzn + O, (n™%)

On one hand, we have

q 1 2 72
UQ” = / < /2 y[’@n]‘i‘[”al’]) dp + Op (TL Ot)
0 n

where
(24 e
—a o(|n +p—38)+XM Wi 1-a1,,—Ws
n /zy[nn]+[nap]:>/0 e ([ J+p—s) ( [ J+r )st

then
2

q 1—a nl=e +p
Usp :/ 62(4’([" J+) AW 10y ) (/[ | e_‘bs_AWSdBS) dp+ o, (1)
0 0

[n170}+q ? 4 1-a
(/ oA g, / (O Ty A1) gy 1, (1)
0 0

(e

Let 12 such that ¢2,_, :=E {foq €2¢([nlia]ﬂ)ﬁ)‘w{"““]*’”dp} = 2] 62021_1» hence

-] I

Q2D HAWL) g /

62(¢S+)‘W5)ds> dp.
0

e2ei_q
—a c>0
672c[n1 ] 2 e = 2c
q c=0

2 2 2
and ’(/)n17a ~ Qpi—a — d)[nlfoz]
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It follows that

o204 _1

_ X2(Z—2z* c>0
(ZS[anfa]UQn = (2 )
X (Z—Z*) c=0

where Z is defined by

o2 /q62(¢(["H]”)“W[nl—‘*lw):>Z st. E[Z]=1.

nl—a
0

On the other hand, we have

-«

7] 2
¢[71217Q]U1’ﬂ = Qﬁ[;fl—a] / (n_a/2y[n0‘7”]) dr + Op (1)
0

[nl—a] r 2
= dpia) / e IrHAW) ( / e¢“Wsst> dr + 0, (1)
0 0

11—

[v' 7] ’ [»'=7]
0 0

(18)
Let us prove this last equation.
t—1 t
o . A
yt:ZeXp njl+m . Z Uj | Me—i
1=0 j=t—i+1
Zexp( (t—i)+—75 (U U))m
t @
y?:Zlexp( - (t—i)+2—7 (Uy U))m
+222exp( (t—i+t—j)+ (U, — U, U))nmj
1=1 j=1i+1
t
¢ <15
= exp ( na/Q Zexp i+ N U n;
¢, . 2\ t ¢
:exp< at+na/2Ut Zexp _noz - 04/2[]Z i
i=1
and
¢ 2% 2\ k b
Zy]% = Zexp (nak—i- a/ZUk) Zexp <_na — a/2U> ni
k=1 k=1 i=1
26 2\ ‘ ) A ’
= (I;exp(nak—l— W@)) ;exp<—nai— a/zU)m + Ry
2
where R; = —Zk 1 €Xp (Mk—i- i Uk) [ZZ:kH exp (—%i— #UZ) 772} can be

shown to be negligible.
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Therefore

7=0 k=1
[ [ =<]] =] ’
u 2¢> 22X 1 6. A
+ Bppeni-e)
where
[n” [nl_”]] 1—a
1 ¢ A L I .
LA SR § A ;= —pn¥s=AW (ns) o 1
na/2 1221 eXp( nozZ noc/2 ) n /O € dB (8)+Oiﬂ( )
é/ e P AW G B (s)
0
[ne[n'==]] 1o
2 2) [2']
n-“ exp <¢k + =7 Uk) = / 25T s 4o, (1)
k=1
3 3 [na[TlfaH 2¢ o) B [nl—a] (j) 9
Gpi—ap | 7 ; exp | okt 25Uk ) | = dndpe /0 exp (n [kn] + —7 U[,ma}> dk
with

nl=e _ nl—o n®
E (fo[ exp (2¢ [kn] + ni—ézU[kna]) dk> =6 ha " exp (2c[’;a]) dk — 1.
Hence the result (18).

Now, combining the results for Us,, and Uy, and noticing that

=
¢[;117a] / 2T AW g = 7
0

provides

1 o4 2
;;204 Zyt = X7z

— Let us look now at the covariance terms.

Let
enl™ -1 nt=®
<6 . ) Voo = ce™ ° / MW dB, = Y ~N(0,1)
0
then
¢_11—a n nl-o - al-a
e tzlytfmt = (/0 —(@s AW g B ) Gria (/O e¢T+W'~dBT> +0, (1)

= XY
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-2
nl—a

Let us check the convergence of

Yo 1yt 1us where

0
T—1 2
20 2\ . A
= E exp (Tat Ta/2 > E exp ( a TO‘/Z U) i (Ut+1 - Ut)

T—-1 T 2
2% 2\ ¢ . A
= (Z exp ( k+ Tay2 k) (U1 — Uk)) Zexp <—Ta2 - Ta/2Ui> i
k=1 im1
+ R} (19)

The latter summation in the previous expression was defined previously. We focus on

the stochastic integral. Again, we must use a Lindberg Condition, this time regarding
2(gp+22%)nt =\ 7! 2¢ 2\
Y L A wak Ui | (Uk+1 — U,
s < svorae ) P \peht gapth) Wen = Ok
with

(M) -t ) [ Aernte -t 16 A\
! ( ECros ) 2B =T Ty ) 2o e+ garts)
We have

T-1 eXp(2¢k+ T /zUk> U U Tl-
« k+1 —_ k _ )\2 Tl—oc - .
2Tt Talz = 2v/0 + 2\2%e 2(p+22%) / 2(@r+AW, )dWTJrop (1)

_ 0
k=1 24/ p+272

SO

—a —a 2 Tl-«
Toaze2et2n)Tioe T e . e2(@r+AWn) gy
¢ } :yf_lm — / e~ ($sTAW) g B fO +o, (1)
= 0

T3a/2 Aot Ti=o
($+232)
and
2./ + 2aZe2(e+22) T L
T3a/2 nyﬁlut = XV
t=1
and if ¢ +2\2 = V.

> Assume A2 > ¢.
11—«
The main difference is that, now, fO" e~ (PsHAWI B, diverges as n — oo. Since it is

normally distributed, we only need to scale it by it standard deviation. It comes

fonl ~(6s+AW.) B, f”l ~(6s+AW.) B, fonl’“ e~ (AW B
nl—o B s nl—o B 2y - 62(—¢+A2)n1_(’71
\/fo E [em2(@stAVe) \/ e(0tAsds \/ pEr e

SO

nt—® 2
ifp+ A2 >0 X, = e (ZoHA)n" / e (@AW gp Xt U N (0, _ %
0

nl—a
if+ N =0: X o =n""7 /0 e (OPWIGB, = X" ~ N (0,07)

Hence the result of the proposition.
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Proof of Theorem 3

Theorem 3 will be directly deduced from the results obtained in Proposition 4.

e Case c<0

Since we have, as T — o0,
v = (B (p) + T~/ 2u, + 0, (T7%) ) yo1 + 1

and noticing that 23:1 y2_,uy is asymptotically uncorrelated with Zthl Ye—17¢,

T
then the OLS estimator given by p = % satisfies
t=19t—1

a/2 > Yrq U Do Y1
Do Yr

Ztyi?fl
g 1t2a g Lt
T—1meT= "3 Ztyi%—lut U Etyt—lﬁt

_lta

_lta
T2 T-1=a ) y2 T Ty u?

from which we deduce, using Proposition 2,

p— E(p) = AT~ T

_l+2a 9 _lta
1t T~ Y Y%aw | T2 >, g1 2
T2 (= Elp))=A Ty vy Ty v = N (0.33~2)

When w; is observed, we can use the result 72" (5 — p) = N (0, —2¢).

o Casec=0

The convergence of the OLS estimator as T — oo comes from the following convergences.

1ta It

26T F S g T Sy Y
200 - ) T-0+a ] w2 206N N XZ
2(0 = N5 3y _
4(¢ =232 (6 +3N7) (¢ +2N2)e 2T == (4e) 1| o2
VT 23:1 Yirlle Y
V20 -6 +302) (61202 S.L 42  XZ*

4(p-r2)y[ranze(e+2t) o
( ) D1 YW

T 2
T3c/2 = s =9 (b _|_ 2)\26—)\2T170‘T(1—0¢/2) Et:;yt—;ut = K
2(¢0— M%) T—(+e) Zt:l Yt Zt:l Yi Z
4(p—A2)y/ranze (r2X%) 7 .
( ) T8a73 D Vi1 _ T 02T ZtT:1 Yr U
16— 2) (01 80) (91 2x)e 2T - ST 2~ g 4a0) YL
e Case ¢ >0
- IfX<¢
2./ 2,)\46_(¢+A2)T17u 2\pl—a
i Ta 2o Y- T ()T Dot Ye—1n = Y
2 z\4)p—2(¢+AZ)Ti=e - 2 _ \4 2 X7z
4(¢2-21) o 2 24/ 9% — A Dot Yia

\%

Z*

97 /d2 A4 _(¢+*2)Tlia 2\ rrl—a
¢ e Zt Yeo1my Tae(¢+3)\ )T Zt Yoo 17t

To

4(=22)\/($1322) (§+2A2)e2(e+2H)T1 72 > Yia T 252 N[5 1802 (6 200) L0 v

T2a
Y1

:77
X Z*
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and

2 1—a
4(-22)y/aranze (#4237 T —a
( ) T3(w;2 D1 Yi g o+ 2N/ 20T Zle Yiqu

v
: J—
4(g2—AD)e2(e+r?)T1 7 2 (¢ +A?) 2V z
T2a tYi—1
(622 yJaroaze—(er22) T 2)pi-o (T
( )\/Zm D Vi1l _ T/ 2 (6+2X)T D1 YW - Vv
4(6-22)\/(613)2) (@ +2A2)e (42T~ > (¢ +3A%) > Yin z
T2a Zt yt*l
—IfA=9¢
2 11—«
VaGEme ()T g . .
75 Dot=1 Yr-1Th B TH2 (o371 ZtT:1 Ye1le Y
A2)e—2(etA) T B 2 T Xz
2(¢+22) e D1 Yt 2(¢+A%) > =1V
2 11—«
2(¢+>\2)€7(¢+)\ )T T o 2\ml—a
\/iL YamU-th G AT ()T T T Y
21/(613X2)(¢2A2)e 2(#+2ANTI7 B 2 3\ 2)2 R Xz
2o ST g2 \/ (¢4 3X%) (¢ +21?) D=1 Vi
m/mef(d)ukz)ﬂ_a T 9 1—a T
T D=1 Y1t _ VO 2N T2 5 Y
A2ye—2(eHA2)TIme A2 T2 Z
2(¢+A?) S S y? (¢ +A%) > =1 Yi
e e G s o
s >y Y2 uy T1/26(¢+2A2)T1 23;1 Y2 uy \%
= — = —
2/(6+332) (p232)e 2T p (¢ +3X%) Yy z
Tito Zt:l Yi -

— N> 4

2/ M g2 21— T
Tea S Y TONT NN N Y
4_ 42 e—4N2T1l—« - 2 T 2 *
¢ )Teza ZtT:1 yi VM —* v X*Z

2/ M _g2e— T
To Zt:1yt—177t
2(02=8)y/(34+3X2) (¢+2X2)e 0N T« o
T2a Zt:lyt

VAT gTeeN T Sy Y
2 2 2 T 2 = X*7*
V@ +32) (612X (N2 —¢) ST 42

4(A2—g)Jarmaze (M-0)TI T pA—
( ) T8a73 D1 Vi1t Vot 2A2T /2T D1 Vit

v
= = =
_$2)e—AN2T1-« 2 T 2
- ¢2)Tza4 Z?:l Y7 (@ +2%) D=1 i z
s(NP—p)armaze (2 me) T 2\ ploa T
( )\/Z/2 ST 2 u _ Te/2,(6+23°)T S Y _ v
202 =0) G+ (@20)e= T T g 2V/(6+33) T z"
T2a t=1Jt -

5.1 Present Value Model

Consider the standard definition of an ex-post asset return

P14+ Diyy

= -1
Tt+1 P,
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see e.g. Campbell, Lo and McKinlay (1996, expression (7.1.1)) and assume 7,41 constant and equal
R¢ then

_ P14+ Dy
k 1+ Re

which is compatible with
APt = (1+(1—(5)R+(5Rt)APt71 —Ct

wmmfamudmmE“1+Rg”}:(L+Rr3
Proof:

AP, =(14+(1—=0)R+dR) AP, — (;
implies that

Piy1+Dip1 =P+ (1+ (1 =0) R+6Ri41) AP — G1 + Di + G
Pisr+Dist _ Pt (1+(1=0)R+6Rua) AP, D,

1+ R 1+ R 1+ R
P, 1+ (1-90)R)AP, R D
_ » + (14 ( ) R) b Ul Ap oy t
1+ R 1+ R 1+ R
Now, if
P, — g Ft Do
+ Rt+1
then
Pt+(1+(1—5)R)APt Dt 1+Rt+1 1
P = + +JE - AP,
¢ 1+R 1+R “IT+ Rir 1+ Rips ¢
B 1+ R 1+R
P+ Dy
= AP,
R
ie.
P +D,
1= R
qed.
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