
 

AMAT 584 Lecture 36 4 24 20

Tdayj The standard algorithm for computing persistent
homology

A version ofthis algorithm appeared in the paper
Topological persistence and simplification by
EdelSbrunner et al in 2000

A more general version appears in
Computing Persistent Homology by Larsson and Zomorodian
in 2005

State of the art persistent homology algorithms
are optimized variants of this one

input A simplicial filtration F represented as
matrix I'll explain this below

Output The barcodes Barc Hi Fl

Assumption E
F is indexedby 1N but thekid indexed caseworkssimilarly
Each Fz is a finite simplicial complex
There is some y C IN suchthatTay Ez for all 23 y
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Let us write Fy as Fmax

For oeFm let birthto min 210CFz

Let Ema be the following simplicial complexExamine

iphone

consider the following filtration ofsubcomplexes of X
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Fmax FG birth a so birth d 3 birthlgJ 6
birth b I birth e 4
birth c 2 birth f 5



Recall For j 30 Fmla denotes the set of
j simplices of Fmax

We assume each Fmtax is ordered so that if
o.EE Fimax and birthLok birth o then Oct

In the example above the alphabetical order on
each Finax satisfies this property

Given these orderings we can represent each
boundary map Jj Cj Fmax Cj KFmax as

a matrix Jj of dimensions 1Final lentil as

we saw in recent lectures

In our example d e f
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We place the matrices re of train
ma

into a block matrix D given as follows

0 CoD 0 O O

O 0 Oz O

D o o O Los i
can o

Notethat the non zero blocks are all just
above the diagonal

In our example dim Fmax Z and

H
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Note that D

9

µ

each column corresponds to a simplex in Fmax
each row corresponds to a simplex in Fmax

So we can think of the columns and rows as being
labeled by simplices

To compute persistent homology we do
a variant of Gaussian elimination on the
columns of D It is also possible to give a versionwhich does row operations but the column

version is the standard one

Definition The pivot of a non zero column vector
is the largest index of a non zero entry
Wedenotethis pivhi We write pivCOJ.nulExampe

g z pi v 4piv

We say a matrix is reduced if no two non zero
columns have the same pivot

The following algorithm converts any matrix into
a reduced one via left to right column
operations



opera ans

Thestandardreductionalgorithm
In put mtu matrix D with Fz coefficients
Output reduced Mxn matrix R obtainedfrom D by

R column additions

RED
For j I to n
while I Kcj such that null pivCR k piv Radd column k to column j

After reducing D to obtain a matrix R
we read the barcodes Barc Hick off of
R as follows

BardHillsD
birth o birth o pivot ofcolumn c in R is 0 anddimlot

birth o a Kolo O o is notthepivot of any column
in R dim G i

Note Any interval the form 2,2 is ignored


